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ABSTRACT 

The study focused on investigating knowledge on validity and reliability of 

classroom assessment among SHS teachers in Sekondi-Takoradi Metropolitan 

Assembly. This study adopted the descriptive survey design. A sample of 278 

was selected for the study through stratified random sampling technique. 

Questionnaire and observation checklist were designed for collecting data for 

the present investigation. Data were analysed using frequencies and 

percentages, means and standard deviations, one-way MANOVA, content 

analysis, and simultaneous multiple linear regression analysis. It was found that 

majority of the respondents possessed high knowledge on validity and 

reliability. It was also revealed that the respondents did not engage in several 

practices that enhance validity and reliability of assessment, however, they 

mostly engaged in only a few. The results further showed no statistically 

significant gender difference in knowledge on validity and knowledge on 

reliability. With respect to years of teaching, there was a statistically significant 

difference in knowledge on validity, however, no statistically significant 

difference in teachers’ knowledge on reliability. Finally, it was revealed that 

both knowledge in validity and reliability were positive predictors of adherence 

to practices that enhance validity in assessment. It was concluded that the 

soundness of the interpretations and uses of the end of semester results of the 

schools in this study for certain purposes are questionable. It was recommended 

that the Metropolitan Directorate of Education, STMA, continues to intensify 

their workshops for teachers, particularly in the area of assessment. 
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CHAPTER ONE 

INTRODUCTION 

Background to the Study 

The overall purpose of conducting assessment to learners is to ascertain 

that learners have undergone rigorous and holistic learning processes that are 

based on evidence through proper documentation, such that learners exhibit 

absolute competence of knowledge as well as in the ability to reason, perform 

certain skills and behavioural patterns in their quest to pursue an academic 

degree (Sadler, 2009). Essentially, assessment plays a critical role in the 

learner’s educational journey since it greatly impacts the learner’s study patterns 

as well as the quality of learning outcomes. According to Sadler, assessment 

additionally provides learners with a clear idea of their own progress, 

capabilities and challenges that arise at any point in time as they go through 

academic exercises. This emphasises the need for validity and reliability in 

assessment.  Sadler further submitted that the validity of an assessment is when 

learners’ grades are in tandem with their accomplishments in academics. 

Teachers inevitably have significant roles to play in any assessment as 

they use diverse teaching strategies including observational techniques during 

instructional hours, or setting of special tasks and or projects to monitor 

learners’ academic progress, or use self-constructed tests or class work (course 

work) that are formative in nature (Assessment and Learning Research 

Synthesis Group [ALRSG], 2004). Apparently, classroom teachers evaluate 
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learners’ academic performance using their test scores. Learners’ test scores are 

usually derived from the summation of all the formative scores of the academic 

contents they study within a specific period of time. Given that assessment 

directs the career paths or options of learners, it is imperative for teachers to 

ensure the validity and relevance of test or assessment instruments (Griswold, 

1990). 

Concerns regarding safeguarding that assessments are valid 

continuously remain critical in the further development of education worldwide. 

As Sadler (2009) concurred, cognisance accorded to valid judgements of 

individual work pieces should precede a reliable grading system in any 

academic setting which greatly emphasises diagnosis of learners’ difficulties 

and the improvement of their capabilities. Fives and DiDonato-Barnes (2013) 

indicated that when clear discrepancies exist between the contents of the 

learning materials and the assessment or test materials at the end of the 

assessment, the credibility of the assessment tool is usually disputed since it 

does not provide a strong basis for the teacher to make absolute and independent 

judgement regarding the students’ academic progress. 

The issue of validity in classroom assessment manifests in several ways. 

First the test has to be planned after which a specification table is used. 

Developing a specification table is, thus, one of the strategies that educators can 

use to deal with the issue of validity. One of the most essential factors that the 

assessor needs to consider in developing a test is ensuring that they have 

developed an assessment instrument that makes it possible to infer students’ 

performances in a content area, and also to feel confident about the results as a 

true reflection of the students’ ability. This requires the assessor beginning with 
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a clearly structured, unambiguous and concise statement of the meaning and the 

purpose of the assessment (Kane, 2006), after the assessor has strictly adhered 

to the assessment protocols regarding the content that was taught, then the 

assessor can boldly conclude that the results from such an assessment is valid. 

Messick (1989) submitted that validity is the extent to which concept 

and evidence corroborate the explanations of test scores detailing the projected 

uses of the test. More so, Messick posited that the procedures of validating an 

assessment instrument entail the accumulation of evidences that provide 

scientifically grounded basis for the projected explanations of test scores. 

Essentially, the interpretation of the scores of a test is the most important 

requirement for conducting an evaluation but not the actual test. According to 

Crocker and Algina (2008), the appropriate validation type hinges on the 

conclusions that would be made from the test scores. Generally, validity 

evidences are typically broken further into three basic types which are construct 

validity, criterion validity, and content validity. 

In addition to getting evidence on the meanings and uses of test scores, 

students’ results are expected to be reliable, thus consistent overtime. Reliability 

is the degree to which test scores are reliable and reproducible (Crocker & 

Algina, 2008). In assessment, teachers are interested in knowing whether or not, 

students’ test results would be similar or be about the same results should the 

test be taken again and again. In the field of testing, reliability also implies 

giving an assurance that a student’s test result is an absolute representation or 

reflection of their content knowledge and or real scores obtained provided the 

measurement procedure had no or a minimum margin of error. However, an 

absolutely perfect reliability cannot be guaranteed since measurement errors are 
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inevitable and that testing only provides an estimation of students’ actual score 

as creating an assessment that in our estimation yields a near accurate 

assessment as possible is the desired goal (Shillingburg, 2016). 

Amedahe and Asamoah-Gyimah (2015) posit that achievement tests in 

the classroom are usually designed by teachers (teacher-made). These tests are 

designed by teachers with the aim of determining students’ learning attainments 

or progress following the delivery of a course, term or contact hours of an 

academic period. Teacher-made tests are most of the times used in measuring 

students’ academic attainments in a specific or independent subject area in class 

setting. This implies that teachers ought to be well vested in knowledge related 

to practices in assessing their learners. The purpose of teacher testing has been 

described by measurement experts (Etsey, 2004). All of these authorities agree 

that the primary purpose of a test administered by teachers is to provide valid, 

reliable and useful information about student progress and also to help assess 

educational progress and achievement in order to improve overall classroom 

teaching and learning to improve . 

Amedahe (2014) found that while teachers can achieve some degree of 

success in their classrooms without following prescribed principles in testing 

their students, more could be achieved by following scientific principles and 

practices inherent in testing measurement are considered useful. This situation 

is very critical in the Ghanaian education system, where a number of studies 

have shown that teachers have poor assessment practices and do not adhere to 

recommended assessment principles (Anhwere, 2009; Oduro-Kyireh, 2008; 

Quansah, Amoako, & Ankomah, 2019) . This, therefore, triggers the need for a 
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study of this kind to examine whether teachers really understand the issues of 

validity and reliability which are the bedrock of assessment. 

Statement of the Problem 

Assessment is an indispensable tool in every educational system. 

Assessment and teaching are interwoven. Assessment also serves as a rich 

source of information that is required to evaluate learners. Essentially, feedback 

and having knowledge of one’s own results would be impossible, and not having 

knowledge of one’s own results hinders the smooth progress of learners 

especially regarding their academic achievement. Amedahe (2014) found that 

Basic One teachers, even from kindergarten to university in the Ghanaian 

education system, use some kind of assessment practice to determine whether 

or not learning has taken place, or sometimes for the selection of the next leader 

of education. In addition, teachers construct tests to identify student problem 

areas in specific areas of the subjects covered.  

In the Ghanaian education system, standardised achievement tests are 

not predominantly used to assess students in the classroom; All the information 

needed to make important teaching decisions is provided by non-standard face-

to-face tests. As a result, teachers must always ensure that they follow accepted 

standards when designing, administering and scoring learner tests in order to 

increase the validity of the test results obtained. If so, they would endeavour to 

make their test results more reliable so that the use of the test results would be 

as reasonable and appropriate as possible. This, in a way, minimizes the 

negative consequences that students and test users may experience if their test 

scores are used as intended. 
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However, my personal observation of constructed test items by a 

number of teachers, testing conditions in schools, and scripts marking in some 

schools in Sekondi-Takoradi Metropolis suggests to me that most teachers 

appear to lack the fundamental principles pertaining to validity and reliability 

of classroom testing. Amedahe (2014) indicated that teachers are expected to 

deliver in constructing, administering, scoring and interpreting the results of 

classroom achievement tests. Amedahe further stated that, while some teachers 

have received in their college courses, pre-service instruction concerning the 

construction, administration, scoring of tests and the interpretation of test 

results, others have not. However, these teachers are required to conduct timely 

assessments for their students, in order to have information on how much 

learning has taken place, and the need to vary or modify instruction, whenever 

necessary. This, therefore, implies that teachers should possess some 

competencies regarding assessment, in order to carry out this mandate 

successfully. 

Empirical evidence from Postareff, Virtanen, Katajavuori and 

Londblom-Ylänne (2012) indicated that, classroom teachers lack the necessary 

abilities for conducting valid and reliable assessments for their learners. Some 

investigations also demonstrate that teaching and assessment actions move 

together (Deneen & Boud, 2014; Postareff, Lindblom-Ylänne, & Nevgi, 2007). 

Problems associated with assessment practices may possibly reflect in the 

reliability and validity of the results of the assessment. In such instances, the 

quality of learning outcomes is not reflected in learners’ grades. In the Ghanaian 

context, a number of studies have equally found poor assessment practices 

among teachers, and lack of assessment skills, in general (Anhwere, 2009; 
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Oduro-Kyireh, 2008; Quansah, Amoako, & Ankomah, 2019). The implication 

of the results of the aforementioned studies is that uses and interpretations to 

those scores have put to, were limited in terms of their soundness. On the other 

hand, few other studies have found high level of knowledge in test construction 

among teachers (Ankomah et al., 2020; Ankomah & Nugba, 2020). It is worthy 

to mention that the aforementioned primarily focused attention on test 

construction. It be emphasised that teachers’ knowledge in validity goes beyond 

knowledge in test construction, but other areas of assessment practices. 

From the foregoing discussions, one must note that validity and 

reliability remain the benchmarks of assessment. All the principles and theories 

in assessment are geared towards making assessment results valid and reliable. 

When teachers are not knowledgeable in validity and reliability, and when they 

do not know the validity and reliability implications of the assessments they 

conduct, they may not see the need to follow certain principles to construct, 

administer, score, and interpret assessment results. Subsequently, they are more 

likely to do things anyhow, without recourse to the meaningfulness and uses of 

assessment results. The quest of the current study is to investigate teachers’ 

knowledge on validity and reliability in classroom assessment, since findings of 

this study would provide some evidence to the root cause of poor assessment 

practices among teachers. 
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Purpose of the Study 

 The present study focused on investigating the knowledge of Senior 

High School (SHS) teachers in Sekondi-Takoradi Metropolitan Assembly on 

validity and reliability of classroom tests. Specifically, the study sought to; 

1. Assess teachers’ knowledge on validity; 

2. Assess teachers’ knowledge on reliability; 

3. Examine the extent to which teachers engage in practices that enhance 

(a) validity and (b) reliability of assessment results; 

4. Determine gender difference in teachers’ knowledge on (a) validity and 

(b) reliability in assessment; 

5. Determine the difference in teachers’ knowledge on (a) validity and (b) 

reliability with respect to years of experience in teaching; 

6. Examine the influence of teachers’ knowledge on (a) validity and (b) 

reliability on the extent to which teachers engage in practices that 

enhance validity of assessment results; and 

7. Determine the sources of test scores invalidity. 

Research Questions 

 The study was guided by the following research questions: 

1. What is the level of knowledge of teachers on validity? 

2. What is the level of knowledge of teachers on reliability? 

3. What is the extent to which teachers engage in practices that enhance (a) 

validity and (b) reliability of assessment results? 

4. What are the sources of invalidity in test scores? 

Hypotheses 

 The study tested the following hypotheses: 
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1. H0: There will be no statistically significant gender difference in 

teachers’ knowledge on (a) validity and (b) reliability of assessment. 

H1: There will be a statistically significant gender difference in teachers’ 

knowledge on (a) validity and (b) reliability of assessment. 

2. H0: There will be no statistically significant difference in teachers’ 

knowledge on (a) validity and (b) reliability of assessment with respect 

to years of teaching experience. 

H1: There will be a statistically significant difference in teachers’ 

knowledge on (a) validity and (b) reliability of assessment with respect 

to years of teaching experience. 

3. H0: Teachers’ knowledge on (a) validity and (b) reliability of assessment 

will not significantly predict the extent to which they engage in practices 

that enhance validity of assessment results. 

H1: Teachers’ knowledge on (a) validity and (b) reliability of assessment 

will significantly predict the extent to which they engage in practices 

that enhance validity of assessment results. 

Significance of the Study 

 Findings of this present investigation enormously impact the assessment 

practices in SHSs in Sekondi-Takoradi Metropolitan Assembly, and the entire 

country. Information on teachers’ knowledge in validity and reliability, which 

are the bedrock in assessment would give foresight and the way forward in 

providing remedies for enhancing the assessment practices among teachers. The 

findings of this study, in a way, provide much information to the Ministry of 

Education (MoE), Ghana Education Service (GES), headmasters, as well as the 
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teachers in the selected SHSs used in the study, to help them in addressing the 

lapses in the education system in terms of classroom assessment. 

Limitations 

 Much caution should be exercised in attempts to interpret the findings 

of the study, since teachers were not tested in the quest to measure their 

knowledge on validity and reliability. In addition, the validity and reliability of 

findings of this study, to some extent, depends largely on accuracy and honesty 

of information provided by the respondents. 

Delimitation  

 The study was delimited to only public SHSs in STMA. Moreover, this 

study focused on validity and reliability issues in assessment. In addition, the 

study examined difference in knowledge on validity and reliability in terms of 

gender, and teaching experience. 

Operational Definition 

For the purpose of this study, the following terms were conceptualised 

as follows: 

Knowledge on validity: This refers to teachers’ understanding on evidence 

which support the interpretations and use of assessment results. 

Knowledge on reliability: This refers to teachers’ understanding on practices 

and issues that bother on how test results would be consistent over time. 

Practices that enhance validity and reliability of assessment results: These 

are activities that when teachers engage in, would help improve the soundness 

of the interpretations and how assessment results are used. 
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CHAPTER TWO 

LITERATURE REVIEW 

Introduction 

The present study focused on investigating the knowledge of SHS 

teachers in STMA on validity and reliability of classroom assessment. The focus 

of this current chapter was to review related literature in the area of validity and 

reliability of classroom assessment practices. The literature was organised into 

theoretical review, conceptual review, and empirical review, and conceptual 

framework. 

1. Theoretical Review 

a. Validity Theory 

b. Classical True Score Theory  

2. Conceptual Review 

a. Concept of Assessment 

b. Teacher-made Assessment 

c. Assessment Practices 

d. Validity and Reliability of Assessment 

e. Sources of Validity Evidences 

3. Empirical Review 

a. Knowledge in Validity and Reliability in Assessment 

b. Adherence to Practices that Enhance Validity and Reliability of 

Assessment Results 



12 

 

c. Demographic Characteristic and Knowledge in Validity and 

Reliability 

4. Conceptual Framework 

Theoretical Review 

 This theory was founded on two measurement theories, namely, the 

validity theory and the classical true score theory. The theory of validity 

provides a framework that serves as a benchmark in the practice of assessment 

and usefulness and meaningfulness of assessment results. In line with the 

classical true score theory, it provides a formidable foundation of issues relating 

to reliability of assessment results. In addition, it touches on the practices that 

can introduce errors to students’ assessment results. The two theories 

underpinned this study. 

Validity Theory 

Generally, validity is seen from two theoretical perspectives. The early 

validity theory and the contemporary validity theory (Stringer, 2008; Kane, 

2001). The early validity theory is founded on the measurement instruments and 

what they purport to measure, with three separate types: content, criterion and 

construct, with criterion-related validity usually subdivided into concurrent and 

predictive depending on the timing of the collection of the criterion data. On the 

other hand, contemporary validity theory is the unitary theory of validity. 

In the past, validity was best described as a concept whereby an 

assessment tool or test truly fulfills the assessment purpose for which it is 

intended. Validity theory has a much broader scope, however, and views on 

validity and the framework of validity changed several times during the 1900s 

and early 2000s. Validity was introduced in the 1920s and initially focused 
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solely on what later became known as criterion validity. One of the earliest 

formal descriptions of validity was presented by Cureton (1951), who proposed 

that validity is associated with a specific purpose for which a test result is used, 

rather than being a static attribute of a test. Cureton also discussed an aspect of 

validity he called relevance, and this concept was similar to what later came to 

be known as construct validity. 

The modernised or recently conceptualised meaning of validity states 

that validity is a single outcome that derives its facts or evidence from diverse 

sources (AERA, APA, NCME [Standards], 1999; Messick, 1989). The 

evidence-producing sources are usually proposed by rational anticipations of 

related meanings or interpretations of measurement outcomes. Construct 

validity is a recent concept which has received extensive description by Messick 

(1989), and enshrined in the most recent Standards of Educational and 

Psychological Measurement (SEPM). The erstwhile definition of construct 

validity as a form of validity was first published in an academic newsletter by 

Loevinger in the year 1957 (AERA, APA, NCME, 1999). In the previous years, 

validity was viewed as encompassing three separate forms which are content, 

construct and criterion types of validity, where criterion-related validity was 

further categorised as predictive and concurrent, which is contingent on the 

purpose and period during which the criterion data is gathered. 

According to SEPM (1999), validity refers to “the degree to which 

evidence and theory support the interpretations of test scores entailed by 

proposed uses. The process of validation involves accumulating evidence to 

provide a sound scientific basis for the proposed score interpretations” (p. 9). 

Recent standards are in total support of validity’s unitary conceptualisation after 
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a critical consideration of Messick’s project that embraces the entire validity as 

construct validity and viewed as a process of investigating clearly determined 

constructs and effectively gathering data and facts that are used in supporting or 

opposing the meaning of assessment results in case of any argument or agitation 

(Kane, 2001). Various methods of validity as well as the forms of evidence that 

are related to construct validity are based on a number of historical empirical 

studies by different scholars (Cronbach, 1971, 1988; Cronbach & Meehl, 1955; 

Messick, 1984).  

Cronbach (1980a, b) formulated his thoughts regarding validity in 

relation to evaluative argument.  Moreover, Cronbach has stressed the societal 

aspect together with valid arguments besides the role of availing structures that 

help in analysing and presenting data that are valid. The SEPM (1999) 

recommends that “. . . validation can be viewed as developing a scientifically 

sound validity argument to support the intended interpretation of test scores and 

their relevance to the proposed use” (AERA, 1999, p.9). Cronbach (1988) 

submitted that validity argument necessitates a holistic evaluative procedure 

that forecast the meaning and how test scores would be put to effective and 

efficient use. Additionally, it strives for a unified scrutiny of all the evidence 

that would be used in supporting or opposing the forecasted meaning and other 

possible unexpected meanings.  

As a prerequisite of evaluating the forecasted meanings of test scores, 

one needs to identify precise and unambiguous statements of the assertions that 

are in line with the meaning and aims of the uses of the test scores that have 

been already forecasted. It is apparently true that validating an assessment 

instrument comes with its own challenges; however, it is highly impossible to 
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validate an assessment instrument if the meaning or interpretation is ambiguous. 

According to Kane (1994), and Crooks, Kane and Cohen (1996), the projected 

meaning could be quantified in relation to interpretive argument which outlines 

the interconnections linking the deductions derived from the test scores and the 

decisions that ought to be made subsequently. Essentially, interpretive argument 

aims to as clearly as possible, assume and infer from the meanings of the test 

results. 

Interpretive argument builds a solid background necessary for 

advancing a valid argument. It is preferable that we begin with a strong 

declaration of the projected meaning with respect to a specified unambiguous 

interpretive argument. Facts and careful scrutiny would be applied in reading 

and setting expectations in interpretive argument, while strengthening the less 

developed aspect of the argument. 

The all-inclusive idea of validity combines the reflections of content, 

standard and possible outcomes into a contextual concept to analytically test 

coherent assumptions or theories regarding the meaning of test scores and how 

are they are used (Messick, 1984). Basically, validating assessment scores or 

instruments is analytically evaluating the interpretation and possible outcomes 

of measurement. Thus, validation unites systematic investigation with logical 

argument to either provide an acceptable explanation or quash the meaning of a 

test score or what it is used for. 

Matters surrounding validity in-terms of interpreting test result, uses, 

relevance and societal outcomes are multidimensional and interrelated. There is 

usually the problem of extricating them analytically, hence, the recent 

observation of the concept as a coherent one (Messick, 1989). For instance, 
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societal outcomes offer facts that contribute immensely to the connotations of 

test scores and the uses of both valid facts together with value outcomes. The 

crux of a coherent validity in most of the time is the suitability, significance and 

expediency of interpretations of test scores seem impossible to separate as the 

consolidative supremacy is driven from empirical observation that is rooted in 

clarification of test scores. 

According to Messick (1989), referring to validity as a coherent idea is 

not necessarily an indication that the concept of validity cannot be meaningfully 

be segregated into diverse theoretical parts in emphasising matters and minor 

distinctions that one may perhaps disregard or treat with less seriousness, such 

as the societal implications of performance after assessment or the significance 

of the connotation of test scores and its application. The reason accorded to the 

segregation of the concept is providing ways of delivering illusive features of 

validity that aid in extricating certain available innate complications at the time 

of assessing the suitability, significance and expediency of the meaning of test 

scores. 

Messick (as cited in Nitko, 2001) outlines four principles of validation 

that help in deciding the degree to assessment results are valid:  

1. The explanations or connotations that teachers ascribe to their 

learners’ assessment results prove to be valid provided they can have 

adequate facts that correctly back their claims. 

2. The degree of utility that teachers ascribe to their learners’ results 

demonstrates to be valid as long as they can have adequate facts that 

correctly back their arguments. 
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3. The connotations and usefulness of ones’ assessment results prove 

to be valid as long as the implications of the test or score values are 

suitable.  

4. The connotations and usefulness one ascribe to results of assessment 

prove to be valid provided the outcomes of these connotations and 

usefulness are in congruence with the suitable test or score values.  

According to Nitko (2001), such principles must all be in place before a 

judgment on validity can be made. It follows that the assessment of validity is 

not based on a single piece of evidence. AERA, APA, NCME (1999), and 

Messick (1989) categorize validity evidence as content-based, criteria-based, 

and construct-based. Content validity fact refers to the satisfactory nature of the 

test's content along with the test responses from which interpretations might be 

constructed. Evidence of criterion-related validity addresses the empirical 

method of learning the connection between assessment scores and other 

measures along with some self-regulating external trials. Construct-related 

validity evidence is achieved when one is able to make inferences from certain 

ideas that require the application of psychologically driven concepts related to 

the test or assessment scores (Amedahe & Asamoah-Gyimah, 2015a). 

It is important to note the four features of the recent views of validity. 

Each one of the views has rich historical contributions to the concept of validity. 

Firstly, validity encompasses the appraisal of the entire likelihood of the 

projected explanation or use of assessment or test results. In real sense, we 

validate the meaning or interpretation of the scores and not the test score itself.  

Changing from the former radical concept where the intended characteristics of 

measurement has been focused on the meanings or interpretations has been a 
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pre-existing one (Cronbach & Meehl, 1955; Messick, 1975), however, it has 

transformed into a more overt and reliable one. 

Secondly, corroborating rising universal ideologies of construct validity, 

recent explanations of validity admit or side with the idea that the anticipated 

meanings would include a prolonged scrutiny of the readings and expectations 

as well as involving reasons for the forecasted meanings and any likely 

unforeseen meanings. The final judgment from the evaluation process mirrors 

the competence and suitability the meaning and how well the meaning is 

sufficiently backed by facts that are apt. 

Moreover, as enshrined in Messick’s (1989) episode and SEPM (AERA, 

APA, & NCME, 1999) validation could comprise the assessment of the 

outcome of the utility of the test as depicted in the following quote: 

“Tests are administered in the expectation that some benefit will be 

realised from the intended use of the scores. A few of the many possible 

benefits are selection of efficacious treatments for therapy, placement of 

workers in suitable jobs, prevention of unqualified individuals from 

entering a profession, or improvement of classroom instructional 

practices. A fundamental purpose of validation is to indicate whether 

these specific benefits are likely to be realised” (AERA, MA, & NCME, 

1999, p. 16). 

Worries regarding the repercussions of validity is manifested in the 

explanation provided by Cureton (1951) regarding the strength of a test and the 

purpose for which the test was structured.  

Additionally, validity is generally viewed as a universal or coherent 

assessment of the projected meaning of a test. Validity is merely not an 
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assortment of systems or apparatuses. The aspirations, tactics employed and 

principles upon which people make their judgment of validation are constant. 

The implications encompassing the explanations are to be defined. The 

implications as well as any required expectation need to be proven with 

available facts and any other likely meanings also warrant proper scrutiny. The 

precise expectation of determinants in validation would probably vary across 

contexts, however, the universal trait or formation of the actual happenings may 

be constant.         

As part of their assignments, teachers construct tests, administer, 

evaluate and interpret the results. This study borders on the assessment of 

teacher knowledge regarding the validity and reliability of instructional 

assessment. In general, there are principles that teachers must follow in order to 

make meaningful and robust assessments of student learning. It has been 

empirically proven that when teachers follow these principles, the results of 

their students' assessments are valid and reliable (Agu et al., 2013). Background 

and problem statement found that teachers, especially in Ghana, do not follow 

the recommended principles when designing test items and practice assessment 

poorly in general.The implication of this is that their assessment results may 

have reduced validity and reliability. This study seeks to assess teachers’ 

knowledge in validity and reliability in relation to classroom assessment.  

Therefore, the prevailing argument is when teachers have inadequate 

knowledge in validity and reliability, they are more likely to engage in 

assessment practices that have reduced validity and reliability. In a similar way, 

when teachers have adequate knowledge in validity and reliability, they are 

more likely to engage in assessment practices that have high validity and 
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reliability. Evidence of reduced validity can include unclear definitions, poor 

sentence structure, ambiguous items, inadequate time limits, difficult tests, 

discrepancies between learning objectives and test items, a test with few items, 

incorrect ordering of items, and identifiable patterns of uttered responses, 

among others (Amedahe & Asamoah-Gyimah, 2015a). 

If the above factors play a role, the validity of the test results will be reduced. 

That is, the interpretations and uses of the test results will be flawed. As noted 

by Amedahe (2014), most classroom-related tests are teacher-created tests 

because they are directly tailored to the classroom. The results of these tests 

reflect student abilities and teaching effectiveness. These results are widely used 

to guide several educational decisions. When the assessment process is flawed, 

the resulting decisions are baseless as the means by which such information was 

collected are problematic. Overall, if teachers do not have sufficient knowledge 

of the validity and reliability of the assessment, the quality of their students' 

assessment results suffers greatly from credibility. 

Classical True Score Theory  

Historically, Classical True Score Theory developed from the early 

work of Edward Lee Thorndike in his first textbook on test theory in 1904. 

Almost all discussions of reliability testing begin with what is known as 

Classical Test Theory (CTT), also known as Classical True Score Theory. CTT 

is not a (refutable) scientific model, but a statistical model for test results. 

From the theory, an observable test score could possibly be seen as a 

combination of two theoretical components, namely, a true score and a random 

score. The theory is modelled as: X = T + E; where X represents the observable 

test score, T representing the individual’s true score and E representing the error 
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of random. The observed score is what is seen on the test paper. The true score 

on the other hand is the expected value of the observed score after conducting 

the same test repeatedly at different times over a reasonable space of time. 

Again, the error score is the difference between individuals’ observable score 

and their true score. Reliability is theoretically given as the ratio of the variance 

of the true and observable scores (Amedahe & Asamoah-Gyimah, 2015). This 

is mathematically represented as: 𝜌2
𝑥𝑥

 = 
𝜎2𝑇

𝜎2 𝑋
  

This implies that reliability tells the extent to which the variance of the 

observable score is explained or affected by the variance of the true score. For 

a test to be perfect and reliable, the true and observable score variances should 

be the same and then the reliability of such a test is +1. Based on this, one may 

deduce that a decrease in the error score leads to an increase in test reliability. 

The APA, AERA, and NCMUE (1985) define reliability as a situation where an 

individual is able to consistently reproduce similar test results after several 

assessments conducted at different times over a reasonable period of time with 

an acceptable margin of error. From the definition, it is clear that reliability is 

inversely related to errors of measurement. 

In relation to this study, it can be said that, when teachers are 

knowledgeable in issues of reliability, they would engage in practices that 

enhance reliability of assessment results (Amedahe & Asamoah-Gyimah, 

2015a).  

Conceptual Review 

Concept of Assessment 

Assessment is an all-encompassing term that is used to describe all the 

activities a teacher or instructor uses in gathering the evidence regarding the 
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learners’ learning outcomes through a carefully planned and an orderly executed 

medium, and subsequently make meaning out of their learners’ progress in 

learning. Several scholars propose that the effectiveness in teachers’ assessment 

practices would significantly improve provided they base their assessment on 

the content of the curriculum and how learning actions are designed (McMillan, 

2001; Pilcher, 2001; Shepard, 2001; Stiggings, 2001). There is the contention 

that assessment methods and instructional strategies should be all-in-one since 

they both contribute positively to learners’ academic progress. 

According to Gronlund (2006), the improvement of learners’ academic 

progress and their enthusiasm to learn is the ultimate goal for conducting 

classroom assessment. Shavelson et al. (2008) also concurred that assessment 

is a known means that is used to refine teaching and learning outcomes in the 

classroom setting. In the light of this, Gronlund concurred that classroom 

assessment that is apt requires that teachers or instructors conceive clearly every 

learning outcome they aspire to achieve and several assessment strategies that 

are of high relevance to the instructional procedures and fair across board. 

Additionally, Gronlund asserts that a comprehensive assessment needs the 

provision of principles for making decisions regarding efficacious achievement 

as well as prompt and thorough response to learners while encouraging or 

reinforcing positive performance outcomes and correcting their shortfalls. 

It is a requirement on the part of instructors or teachers to design current 

and effective assessment procedures that scholars in educational assessment 

have endorsed to be used in the classroom setting. For instance, Stiggins and 

Chapuis (2005) submit that academics in assessment endorse that it is important 
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for learners to be given comprehensive information about their grading system 

well before hand and also actively participate in the process of assessment. 

In recent times, assessment of learners’ knowledge in academics has 

proven to be an inevitable part of the educational framework. According to 

Oyinka (2007), assessment presents a very difficult condition to teachers or 

instructors as they are expected to determine how best instructional outcomes 

have been accomplished, the suitability of the preferred instructional method as 

well as the capabilities of the teacher to effectively handle the instructional 

content. Hence, tests are critical to teachers in their everyday professional lives. 

Denga (2003) also reiterates the importance of test in teachers’ professional 

career. 

Compared to other fields such as the physical sciences which have 

standard instruments with calibrations, the behavioural science instruments 

require constantly standardising and validating instruments in ensuring their 

degree of validity and reliability. It is therefore impossible to reach the 

aspiration of validity in this sense unless the necessary processes in constructing 

test have been adhered, and subsequently observing the protocols of 

administration, scoring, and interpretation. 

Miller and Parlett (1974) claim that compared to teaching, assessment 

has significant influence on learners’ social behaviour and academic 

performance. Notably, assessment is arguably one of the dominant features of 

the formal education setup; hence, any careless and irresponsible approach may 

mar its positive influence in the teacher-learner relationship and the entire 

education system. Kellough and Kellough (1999) identified six assessment 

purposes which include: assisting students’ acquisition of knowledge; 
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identifying students’ capabilities and shortfalls; determining and improving 

teaching efficiency; ascertaining the effectiveness of a desired instructional 

method; determining and improving the success of curriculum programmes; and 

providing information useful for decision making.  

 These purposes indicate that the concept of assessment cannot be 

downplayed when it comes to teaching and student learning. Assessment 

practice is the set of steps and processes undertaken by teachers during an 

assessment. It includes the preparation, management, grading, recording and 

reporting of assessment information (Malone, 2013). The traditional testing 

methods used in assessment include multiple choice, matching, true/false, short 

answer, and essay questions. Alternatively, strategies such as observation 

techniques, conferences, portfolios, peer reviews and group assessments are 

equally used in assessing learners. 

Teacher-made Assessment 

Classroom achievement tests (CATs) are examples of teacher-made 

assessment (McDaniel, 1994). Teachers usually design such tests to ascertain 

whether or not learners have attained a certain level of mastery of the content 

knowledge in a subject or their attainment following the delivery of a course, 

term or academic calendar (Amedahe, 1989). According to Mehrens and 

Lehmann (1991), teacher-made tests focus on just one subject area of a grade 

level. 

Teacher-made assessment can be grouped in diverse forms. According 

to Mehrens and Lehmann (1991), one way of classifying teacher-made 

assessment is the formatting type used. That is essay-type versus objective- 

type. Classifying teacher-made assessment can also rely on the material used in 
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presenting the assessment instrument to learners that is verbally versus non-

verbally. Moreover, other categorisations may rely on the intent of the 

assessment as well as the utility of the test outcome. That is criterion-referenced 

versus norm-referenced; accomplishment versus performance; and formative 

versus summative.    

The most popular evaluation classification created by teachers among testing 

professionals is the classification based on the type of item format used, which 

divides tests into objective tests and essay-type tests (Etsey, 2004; Tamakloe, 

Atta, & Amedahe, 1996). The above testing experts have asserted that essay 

tests can be either the extended or the restricted answer types, while objective 

tests can take the form of short answer, true-false, agreement or multiple choice. 

Assessment Practices 

Assessment of the value and extent of learning is an important 

characteristic of classroom learning across all schools. Essentially, setting, 

administering, scoring and grading examinations are ways by which instructors 

could employ to appreciate the learning progress or outcomes of their learners. 

Also, testing affords the instructor the opportunity to identify the capabilities 

and weaknesses of the learners for whom the test was designed. Tests also help 

in effectively observing the progress of learners and subsequently compare 

previous and current performances of learners in the classroom setup (Farrant, 

2000). Assessment practices discussed in this study was looked at in terms of 

test construction, administration, scoring, and interpretation. 

Test construction 

Adamu, Dawha, and Kamar (2015) assert that in order to construct good 

assessment instruments, teachers should be able to set out long-term goals, write 
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short-term aspirations, select the appropriate techniques for assessment, 

administer assessment and conduct an analysis of the gathered data and discuss 

the outcome with students or learners. Chidolue (cited in Agu et al., 2013) 

outlined the following competencies that classroom teachers should possess to 

construct good assessment instrument item: must be able to determine the intent 

of every single assessment routine; must be able to state specifically what the 

quantifiable educational objectives are; must be able to develop exceptional 

content summary; must be able to prepare assessment schedule which would 

direct the construction of test items; must have the ability to choose appropriate 

assessment instrument item arrangements; must have the ability to construct 

clear, accurate and explicit test items; must have the ability to construct test 

items that concentrate on gaining students’ attention especially those from 

varied upbringing, about an idea; must be able to construct test items with 

acceptable error; must have the ability to develop a correct scheme for marking 

the test or assessment; must be able to perform appropriate analysis regarding 

their test items; must have the ability to develop assessment instrument that is 

characterised by monetary and time economy; must be able to give precise 

instructions regarding the administration of test and how it will be written; must 

be able to review the instrument with the intent of amending the frame of the 

test at the time it was constructed. 

Koksal (2004) also identified certain characteristics of assessment 

instruments that are poorly constructed. Those characteristics according to 

Koksal are: 

1. Failure to explicitly specify whom the assessment instrument was 

intended for, the academic domain that the assessment instrument seeks 
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to assess, duration of each item, and the probable grade for each 

appropriate response.  

2. Failure to clearly identify or label different parts.  

3. Assessment instrument with multiple likely responses as a result of a 

poor review.  

4. Failure to indicate the duration of each of the sections on the assessment 

instrument. 

5. Failure to acknowledge the academic strength of students in terms of 

grade level while developing the assessment instrument. 

6. Ambiguous set of instructions on the assessment instrument. 

7. When there is a disagreement between expected performance and actual 

performance of assessment instructions. 

8. Failure to clearly articulate the ideas or concepts that one needs to assess 

on the assessment instrument. 

9. College-production of some assessment instrument items. 

When teachers follow the aforementioned principles or procedures when 

developing test items, the quality test items are assured. Quality test would elicit 

information that can be relied on for useful decisions. 

Test administration  

The most important aspect of administering a test is to give each 

candidate an equal opportunity to show their academic performance against 

what is being measured (Gronlund, 1988; Tamakloe et al., 1996). The need to 

maintain consistent test execution conditions cannot be overstated. This is 

particularly important for the test to provide consistent, reliable, and valid 

results without much influence from random errors. 
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The most essential value of administering a test in the classroom setting 

is to provide every candidate of the examination with the same level of 

opportunity to showcase their academic attainment as part of the entire learning 

plan or outcome. This suggests that candidates require a serene and safe 

environment that could help them in successfully taking the test with little or no 

interruption as well as a stable psychological state to facilitate the kind of 

learning outcome they anticipate. All the possible hindrances of a 

measurement’s validity need to be adequately monitored. Given that the 

physical and emotional characteristics of the performance test can have a 

significant impact on the candidates’ performance outcome, it is important that 

they are given the best testing or examination condition in order not to be 

disadvantaged in the examination. Even though the interferences that candidates 

encounter while writing examinations may not have any effect on their scores, 

those same hindrances may affect young people who are in the same 

examination condition (Gronlund & Linn, 1990; Linn & Miller, 2005). 

It behoves on administrators and managers of test to master the values 

and conventions regarding test administration strategies and procedures in order 

to be certain that these values and conventions are religiously adhered to. When 

the administrators of test are alien to the conventions and values associated with 

testing, candidates as well as examiners always end up at the receiving end of 

the subsequent consequences. The examiner is the one who is solely responsible 

for a smooth administration of the examination by making sure the appropriate 

practices are followed. All periods of stages of the test including before, during 

and after the test should be handled with high degree of competence.  
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Test scoring 

Objective type tests are easy and simple to score since there are almost 

the same answers and only one best or correct answer. The issue with test 

scoring basically has to do with the constructed-response type. Response items 

that mandate candidates to provide verbal or non-verbal responses are also 

media for assessing candidates’ efficiency in English language. Giving scores 

to multiple types of response items come with a number of setbacks compared 

to response items that are measured on a categorical scale (for example, yes and 

no items). It is critical to address certain important issues regarding the design 

of testing scores and scoring guides way beforehand as such action positively 

impacts testing practices (Educational Testing Service, 2005). 

Numerous approaches are available for scoring assessment responses 

and assessment performances; hence, one needs to recognise the essence of 

employing the appropriate scoring approach. A scoring test that is systematic 

planned requires examiners to ensure the availability of certain unique features 

that ought or ought not to be in the test responses developed. A comprehensive 

scoring system makes use of an appropriate scale for scoring and samples for 

practical training sessions in order to direct all examiners in reaching a 

unanimous evaluation in general. A comprehensive English Language-ability 

speaking scale does not necessarily break English speaking into sub-sections. 

The scale entails vivid descriptions of every ability level and examiners would 

be in the position of assigning candidates to one of the speaking ability scores 

as specified by the scale. In assigning students’ assessment scores, a scoring 

rubric should be used and constantly referred to. Rubrics are interpretations of 

the scores or performance of the candidate which the instructor uses in assigning 
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performance scores to candidates after performing an academic task 

(Educational Testing Service, 2007). 

It is important to give greater consideration to the intent of the 

assessment, candidates’ academic strengths and weaknesses as well as the 

difficulty level of the test to be performed when designing scoring scales or 

rubrics. Essentially, the rubrics of scoring ought to be in congruence with the 

expected task in order to be certain that examiners are adhering to the 

appropriate standards of scoring which is free from any scoring biases and 

confounding materials that could bring the test outcome into disrepute. After 

tests have been scored, they should be graded with a numerical classification or 

a letter grade.  

Interpretation 

In order to ascertain the efficacy of an assessment which is to be 

conducted for examination candidates or any special group, the individual items 

and the entire test must be subjected to rigorous statistical analysis. Such 

statistical analysis should be preceded by the actual testing procedure and must 

be supervised by competent experts who could interpret and evaluate the results 

churned out by the statistical analysis for further actions (Educational Testing 

Service, 2005). 

Also, computing the mean scores and the variability of the scores of the 

entire test performance of candidates is warranted. The analysis should consider 

both the individual candidates and the groups to which they belong. All these 

analyses help in identifying whether or not the assessment is of an acceptable 

level of difficulty to those to whom the assessment is designed, and to compare 

the performances of the different groups that took part in the assessment. 
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Analysing the variability of the test scores makes it possible for one to 

understand how the individual scores spread away or towards the mean or 

average score which signifies how individual candidates performed in relation 

to the average test score (Educational Testing Service, 2005). 

Moreover, analysing the test items makes is possible for the assessor to 

have a fair idea of the number or individuals who are at the extreme ends of the 

score continuum that is those who have very high scores and very low scores 

when compared with the mean or average score. Such scores will help the 

assessor or test administrator in knowing what to do during any subsequent test 

or assessment process.    

Validity and Reliability of Assessment 

Validity can be viewed as the manner in which factual observations and 

concept agree with the explanations of test as well as the projected use of those 

tests. This means that validity is a basic prerequisite of developing and 

appraising tests. In order to validate a test item, one needs to amass appropriate 

facts to deliver a comprehensive analytic projection of the meaning of the 

scores. One needs to note that assessors evaluate the meaning of test scores that 

have been projected and not merely the actual test. According to Messick 

(1989), validity is a cohesive and evaluative decision of the manner in which 

experiential facts and hypothetical thoughts agree with the suitability and 

relevance of actions and interpretations that hinge on test scores or other 

elements of assessment. 

Reliability as a concept is usually used in two differing instances in the 

measurement domain. Firstly, reliability is conceptualised as the reliability 

coefficient of classical test concept, which is explained as the interconnection 
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that exist among scores derived from two separate corresponding tests, 

suggesting that going through one form of test has no significant bearing on the 

performance of the other. Secondly, reliability is also employed in a rather 

broader perspective to convey the meaning that, it is the manner in which test 

scores are consistent or reproducible after conducting the same test at different 

times or by different examiners or assessors with an acceptable margin of error. 

Three identifiable elements can be said to convey some significant 

impact on validity and reliability on teacher-made assessments. These variables 

are the environmental setting, the test or assessment and the testee. The 

characteristics that are exhibited by the examinee has been identified to have 

probable effect on the validity and reliability of the test outcome. Cassel (2003) 

created a statistical measuring technique known as confluence score. It is a 

testing method that is used to ascertain the consistency (reliability) of an 

examinee’s test score. The confluence score compares two paired items of a test 

to establish that examinees exhibit some degree of consistency in the way they 

answer questions. In employing the confluence score, the examiner ought to 

structure the test such that section of the questions would solicit for the same 

response in an opposing fashion. This means that consistency should be felt in 

examinees’ responses. Hence, examinees who get different results for the same 

test are not reliable and should be excluded when validating the test (Cassel, 

2003). 

Regarding the environment in which the test is conducted, when the 

environment is unfavourable, the examinee would continuously provide 

inconsistent test scores so long as the assessment is conducted (Griswold, 1990). 

Irrespective of the environment and examinees’ features, the validity and 
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reliability of test results are largely influenced by the quality of tests themselves. 

Another important thing to consider is the duration or quantity of the test items. 

Tests that are cautiously structured yield higher consistency as they often 

represent the characteristic being assessed. Three important things that lengthy 

tests do in maintaining validity are discussed as follow: 

Initially, lengthy tests raise the quantity of the content that learners are 

expected to address, while safeguarding a precise image learners’ knowledge. 

The second point is that, lengthy tests offset the influence of items that are 

defective through the provision of better and adequate number of tests.  The 

third point to note is that, lengthy tests reduce unnecessary conjectures among 

examinees (Griswold, 1990). Besides the aforementioned factors, other factors 

have been identified as things to consider in safeguarding valid and consistent 

test results. One of such factors is that test questions should be free from 

ambiguity. Haphazardly constructed questions would compel examinees to 

guess about the responses, hence, reducing the reliability of the test results. 

Another point is that, the test should not be too difficult for the examinees to 

answer or respond (Griswold, 1990).  

Sources of Validity Evidences  

Corroborating Messick’s explanation of validity of been a unitary 

concept, AERA and NCME through the Standards, did outline five main 

thematic areas as evidences of validity. These are content, response processes, 

internal structure, relations to other variables, and consequences. Factual 

observations gathered from the aforementioned areas help make stronger 

arguments in favour of or against the propose interpretations or use of students’ 

test scores. 



34 

 

Content-related evidence 

Generally, a focus on the content-related validity facts hinges on the 

content or components of the instruments’ medium through which the construct 

of interest is measured. Within this framework two main things are examined. 

These are content relevance and representativeness. Basically, the issue of 

representativeness seeks to achieve evidence on how representative the 

assessment tasks represent the larger domain, where the domain is the large pool 

of content areas specified in the syllabus or curriculum. To judge whether results 

from a particular assessment instrument is valid, evidence must be gathered to 

show that the assessment tasks were enough in terms of representing the entire 

pool of content for the particular assessment. In addition to the 

representativeness of the content, the relevance of the content must be 

determined. In this regard, the assessment task must match the learning targets 

specified in the school’s syllabus. Assessment tasks should not solicit 

information on trivial content areas. 

 Documenting validity facts that are associated with the content upon 

which the test was conducted is of utmost importance. In fact, a blueprint 

defines the framework or summary and plan of the test. The blueprint provides 

detailed and succinct descriptions of all sub-sections and further classifications 

the test details together with the particular test items specified in each sub-class 

and the difficulty of the items in terms of cognition. 

Test content and its facts related to validity is accumulated after 

analysing test content and its relationship with the domains that the test purports 

to assess. Content evidence can come from, for example, expert judgments and 

systematic scrutiny of the manner in which the content of the test epitomises the 
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entire field. Assessing the suitability and appropriateness of an existing content 

area following the recent addition of intent to a test is worthwhile (Wedman, 

2017). 

Response processes 

As a source of validation, the response process may seem a bit odd or 

inappropriate. Response process is defined here as evidence of data integrity 

such that all sources of error related to test execution are controlled or 

eliminated to the greatest extent possible. The response process has to do with 

aspects of the assessment such as B. ensuring the accuracy of all responses to 

assessment prompts, the quality control of all data derived from assessments, 

the suitability of the methods used to combine different types of assessment 

results into a composite result, and the usefulness and accuracy of the Results 

reports provided. 

For evidence of response process for the written comprehensive 

examination, documentation of all practice materials and written information 

about the test and instructions to students is important. Documentation of all 

quality-control procedures used to ensure the absolute accuracy of test scores is 

also an important source of evidence: the final key validation after a preliminary 

scoring – to ensure the accuracy of the scoring key and eliminate from final 

scoring any poorly performing test items; a rationale for any combining rules, 

such as the combining into one final composite score of MCQ, multiple true–

false and short-essay question scores. 

Other sources of evidence may include documentation and the rationale 

for the type of scores reported, the method chosen to report scores and the 

explanations and interpretive materials provided to explain fully the score report 
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and its meaning, together with any materials discussing the proper use and any 

common misuses of the assessment score data. 

A response process that is characterised by facts of validity is required 

when a construct entails the assumption about one or more cognitive processes, 

such as reasoning, engaged in by test takers. Evidence often comes from 

analyses of individual responses but can also come from analyses of different 

subgroups. Such evidence can also provide information about construct 

irrelevant sources of variance, in which abilities and other confounding 

elements affect test performance. 

Internal structure 

Factual validity that relies on an inner structure provides evidence on 

how relationships among test components are true reflections or aims of 

measuring test scores. Dimensionality analyses and analyses of differential item 

functioning can provide evidence of internal structure, which can then be 

analysed for conformity to the construct (Wedman, 2017). For a particular 

assessment results to be judged as highly valid or otherwise, there must be 

evidence to show relationships among the assessment tasks, and the 

interconnection among the entire score derived and the assessment tasks.  

If an assessment instrument seeks to quantify only one domain such as 

mensuration or problem-solving, then those items should work together such 

that each contributes positively to the total score. Also, each item should 

differentiate among students in terms of geometry problem-solving ability. 

However, if the assessment seeks to describe more than one behavioural trait, 

then factual observations are warranted to buttress the argument that the various 

constructs are distinct. Evidence on internal structure relate to the statistical or 
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psychometric characteristics of the examination questions or performance 

prompts, the scale properties – such as reproducibility and generalizability, and 

the psychometric model used to score and scale the assessment. For instance, 

scores on test items or sets of items intended to measure the same variable, 

construct, or content area should be more highly correlated than scores on items 

intended to measure a different variable, construct, or content area. 

Many of the statistical analyses needed to support or refute evidence of 

the test’s internal structure are often carried out as routine quality-control 

procedures. Analyses such as item analyses – which computes the difficulty (or 

easiness) of each test question (or performance prompt), the discrimination of 

each question (a statistical index indicating how well the question separates the 

high scoring from the low scoring examinees) and a detailed count of the 

number or proportion of examinees who responded to each option of the test 

question, are completed. Summary statistics are usually computed, showing the 

overall difficulty (or easiness) of the total test scale, the average discrimination 

and the internal consistency reliability of the test. 

Reliability as a concept is usually used in two differing instances in the 

measurement domain. Firstly, reliability is conceptualised as the reliability 

coefficient of classical test concept, which is explained as the interconnection 

that exist among scores derived from two separate corresponding tests, 

suggesting that going through one form of test has no significant bearing on the 

performance of the other. Secondly, reliability is also employed in a rather 

broader perspective to convey the meaning that, it is the manner in which test 

scores are consistent or reproducible after conducting the same test at different 

times or by different examiners or assessors with an acceptable margin of error. 
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Relationship to other variables (external structure) 

This origin of validity fact encompasses the manner in which assessment 

results are dependable compared to other assessment results for same students. 

Evidence in this regard can be seen as predictive or concurrent. In the case of 

the former, it has to do with providing evidence that students’ current 

assessment results from an instrument are used to predict their performance on 

similar traits in the future. The latter, however, has to do with evidence on 

students’ current results regarding a measure being quantified from the results 

of their present achievement using another assessment instrument. 

Factual observations regarding validity rely on the interaction of certain 

elements and the analysis of the interconnection among test scores as one or 

more elements may likely fall outside the domain of the test. Relationships with 

external variables can provide either convergent or discriminant evidence, and 

can take the form of either a predictive or concurrent study (Wedman, 2017). 

A typical instance is that, collecting relational validity facts may be of 

great significance and may deliver a robust positive association with other 

elements of identical academic attainment or capability and factual observation 

depicting no relationship or association with certain elements that have been 

forecasted as measuring entirely different academic achievement or skill. 

Consequences  

Validity as a consequence is a major feature of construct validity 

dispute. Factual observations that are related to the repercussions of testing and 

their subsequent effects is offered to suppose that destructions are not 

significant features of assessment and as a matter of fact, even if they happen 

the damage is mild on the assessment. Most of the facts are driven from personal 



39 

 

views than from other origins. Validity as a consequence can be viewed as the 

bearing of assessment scores, choices and outcomes on examinees’ assessment 

and the entire teaching and learning outcomes. The repercussions of assessment 

on learners, academics or scholars and the entire society can be enormous as 

these repercussions or effects may be assumed or unassumed or convey either 

positive or detrimental outcomes (Downing, 2003). 

Factual validity hinges on the repercussion of worries regarding test 

which are both assumed and unassumed repercussions and may or may not fall 

in the range of scores projected by the assessor. An unintended consequence of 

testing could be admitting fewer test takers from a particular group into a certain 

class or higher education program due to invaluable and irrelevance of the 

domain’s variability source. Analyses of the potential repercussions are also 

important when a test is used for purposes other than that for which it was 

developed (Wedman, 2017). 

In gathering evidence to validate students’ assessment results, it is 

pertinent to look for evidence on both anticipated and unanticipated 

repercussions meanings and uses of students’ results. All intended 

consequences of assessment results are those social and educational values 

associated with students’ assessment results. Some intended consequences are 

improvement in students’ learning, improvement in curriculum content and 

instructional strategies, and improvement in teachers’ professional development 

and school’s support for that development. Evidence on how well the 

aforementioned consequences are achieved contributes to the validation of the 

assessment results. Thus, if it is expected that students at a particular grade level 

should be able to read and write upon completion, in order to validate the results 
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of students who have passed that grade level there should be enough evidence 

to justify that the student could read and write. The five validity evidence 

classifications are facts that hinge on: test content; response processes; internal 

structure; relations with other variables; and repercussions of testing outcomes 

(AERA, APA, & NCME, 2014). Figure 1 depicts a pictorial illustration of the 

categories and subcategories of validity evidence. 

 

Figure 1- Categories of evidence used to argue for the validity of test score 

interpretations and uses (AERA, APA, & NCME, 2014) 

Reeves and Marbach-Ad (2016) stressed that observable facts from 

content validity is not enough attaining a validity that is in its highest form; it 

ought to collaborate with other factual observations to in order to elicit a robust 

validity that is characterised by sufficient, accurate and reliable facts. 
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Empirical Review 

Knowledge in Validity and Reliability in Assessment 

The National Education Association (2003) recounted that all education 

practitioners are mandated to exhibit competence and possess adequate 

knowledge about the principles of assessing their learners and also apply those 

principles in their professional career on a regular basis. A teacher is expected 

to have adequate and absolute knowledge in assessing their learners as their 

least trait. Accurate assessment is impossible until education professionals are 

knowledgeable on validity and reliability implications of assessment results. 

The Standards for Teacher Competence on Educational Assessment of Students 

(NCME, 1997) specify that teachers should be knowledgeable in choosing and 

developing assessment methods; administering, scoring and interpreting 

assessment results; using assessment results for decision making and grading; 

communicating assessment results; and recognizing unethical assessment 

practices. 

Pipia (2014) examined the practical strategies teachers employ to 

enhance the degree of reliability and validity in assessment. This study was 

conducted among teachers in Georgia, US. Results of the study showed that the 

teachers always provide accurate information to students before administering 

the test, they also consistently refer to the scoring rubric when scoring the test 

papers of their students. It was further found that the teachers do not consider 

personal and confounding elements while assessing the test results. This implies 

that the teachers have knowledge in validity and reliability in terms of students’ 

assessment. 
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Another study by Curriculum Research and Development Division 

[CRDD] (1999) examined student assessment procedures in Junior High 

Schools (JHSs) in 11 Ghanaian districts. It was also found that teachers lacked 

sufficient training regarding how assessment practices are managed. It was 

reported that approximately a little above half (55%) of the teachers who were 

interviewed had the conviction that they lacked the appropriate confidence 

needed to test and measure their learners as a result of not have undergone any 

form of training or professional development module. 

 Ankomah, Amedahe, and Cobbinah (2020) assessed test construction 

skills among senior high school teachers in Sekondi-Takoradi Metropolis. The 

study employed the descriptive cross-sectional survey design. The study made 

use of 346 teachers using the census method. Information was gathered from 

the teachers through the use of questionnaire. The results of the study indicated 

that the teachers had higher knowledge in test construction. 

 In a similar study, Ankomah and Nugba (2020) examined the level of 

test construction skills possessed by senior high school teachers in Cape Coast 

Metropolis. The design for the study was cross-section survey. Through the 

cluster sampling technique, 583 teachers were selected from senior high school 

teachers in Cape Coast Metropolis. It was revealed from the study that majority 

(46.1%) of the teachers had higher skills in test construction, 33.8% also had 

moderate skills in test construction, while 20.1% had a lower level of skills in 

test construction. It can, therefore, be said that respondents, generally, have 

higher skills in test construction. 
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Adherence to Practices that Enhance Validity and Reliability of 

Assessment Results 

In a similar study, Oduro-Kyireh (2008) examined the testing practices 

of Senior Secondary School (SSS) English Language, Core Mathematics and 

Integrated Science teachers in relation to the construction, administration and 

assessment of their classroom achievement tests and the interpretation of the 

results of these Testing. The study aimed to find out whether the procedures 

used by teachers in constructing, administering and scoring class achievement 

tests and interpreting the results of these tests conformed to the principles and 

guidelines prescribed by measurement specialists. A sample of 10 districts was 

randomly selected from the 21 districts in the Ashanti region. Using the cluster 

sampling method, 26 SSSs were sampled out of a total of 56 SSSs from the 10 

districts. The sample for the study included 265 teachers who taught the three 

subjects. The questionnaire was designed to collect data from respondents. 

The study found that out of 10 principles of test construction, teachers 

followed seven, including: defining test intent; reference of the short-term 

teaching goals of the subjects to experiments; Choosing the appropriate test 

format for testing the stated objectives; Writing the test questions weeks before 

the test (at least two weeks) to make room for reviews and other eventualities; 

Preparation of the marking scheme once the test items are written; Checking the 

test items after putting them aside for a few days; and to write clear and concise 

instructions for the entire test and parts of it. Principles not commonly used by 

teachers include: using test specification tables to determine the items included 

in the test; preparing more items than needed for the test; and evaluation of the 

test as a whole according to the criteria of clarity, practicality, validity, 



44 

 

efficiency and fairness. It is clear from the results that the trainers lack the 

necessary skills to create tests. This therefore suggests that teachers' knowledge 

of validity and reliability is limited in the sense that all principles of test 

construction rest on ensuring validity and reliability in assessment. 

Quansah, Amoako, and Ankomah (2019) examined the test construction 

skills of SHS teachers in the Cape Coast Metropolitan Assembly (CCMA). 

Through the use of qualitative document analysis, samples of final exam papers 

between 2015 and 2018 in Integrated Science, Nuclear Mathematics, and Social 

Studies were used in three randomly (lottery-scheduled) identified SHS in 

CCMA. Specifically, five sample questionnaires were selected based on each 

subject from each school. A total of 15 samples of examination papers were 

taken from each of the three schools. A total of 45 samples of examination 

papers from the three schools were sampled. Researchers in the field of 

educational measurement and evaluation have critically questioned the model 

instruments. The results of the study indicated that the teachers were not 

sufficiently qualified in the preparation of examination questions at the end of 

the semester. It was evident that there were issues with the relevance of the 

rating, consistency and unfairness in how the rating was rated. 

In another study, Marmah and Impraim (2013) examined the 

competence of university lecturers in creating multiple-choice test questions. 63 

lecturers from five departments of the University of Education, Winneba-

Kumasi Campus (UEW-K) served as a sample. Questionnaires were introduced 

to collect relevant data from respondents. Data were also collected through a 

content analysis of selected end-of-semester exams with multiple-choice items 

constructed by the lecturers for the 2010-2012 end-of-semester exams. The 
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analysis was based on (1) appropriate use of multiple-choice items, (2) format 

of the test, (3) quality of the items, and (4) appropriateness of the options. The 

results showed that most of the time the teachers did not follow the principles 

established by measurement experts when developing the multiple choice item. 

For example, as part of the task planning, the instructors did not create a table 

of test specifications and did not emphasize or capitalize negative phrases or 

phrases in the text. 

Ing, Musah, Al-Hudawi, Tahir, and Kamil (2015) examined the content 

validity of teacher-conducted assessment in three Chinese elementary schools 

in Johor, Malaysia. The study by Ing et al. further examines teachers' 

understanding of the specification table in the selected schools. A 10-item 

questionnaire was administered to 30 teachers as a means of collecting data on 

the specification table. Responses about teachers' knowledge of the 

specification table were collected with items 1-4, while items 5-10 asked for 

information on the validity of teacher-generated tests. The results of the study 

indicated that examiners or teachers showed little knowledge of the 

specification table. 

Moreover, a careful scrutiny revealed that a greater proportion of the 

teachers never got involved in any organised course to upgrade their knowledge 

regarding specification tables, hence, they lacked the competence to develop the 

appropriate specification table for their respective subject areas of teaching. 

Finding of the study further revealed that teacher-made assessments conformed 

to content validity. Moreover, majority of the teachers never consulted the 

specification table when developing their assessment instruments, indicating 
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that the lack of awareness and knowledge on the teachers’ part regarding the 

essence of specification table and how they are used. 

 Cooper, Pittman, and Womack (2016) examined teachers’ 

understanding of validity and reliability in assessment. The study sampled 40 

multiple-binary choice items administered to 258 students in the Business 

Essentials classrooms at Douglas County High School. The data gathered from 

the student responses were analysed with MS Excel. The criterion that was 

employed in analysing the data include KR-20, difficulty, and discrimination 

indices. Results from the study showed that qualities of the test items were good, 

a few items were determined to be potentially problematic. The assessment in 

alignment with classroom curriculum and criterion validity was established by 

aligning the assessment with state standards. Based on this, Cooper et al. 

indicated that the teachers have adequate knowledge in validity and reliability 

in classroom assessment, hence the quality of their test items. 

Anhwere (2009) examined the management of assessment practices in 

terms of fundamental principles in the construction, administration and marking 

of classroom or teacher tests with particular reference to the marking of essay 

test items at the teacher training colleges in Ghana. A descriptive sample survey 

was carried out at 20 selected teacher training colleges with 310 respondents, 

230 of whom were men and 80 women. A questionnaire was used to collect data 

from respondents. The study found that respondents failed to follow basic 

testing principles in the creation of placement tests and therefore viewed the 

administration of college assessment practices as an added burden to their 

profession. It was concluded from the study that teacher training college tutors 
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as a whole had limited skills and competences in design knowledge, conducting 

classroom/teacher tests and scoring essay-type tests. 

Koskal (2004) similarly studied teachers testing English Teaching Skills 

(ELT) skills among English teachers in Turkey. The data were collected during 

the academic years 2001-2002 and 2002-2003. Fifty-six different student 

assessment examples (achievement test, formative test or quiz and progress test) 

were retrieved from schools where teachers completing the ELT academic 

program gained their practical experience. Evaluation of those sampled tests 

revealed, among others, the following flaws:  

1. The tests failed to identify or state the target audience, the domain the 

test purported to assess, duration of the test and grade points that were 

allocated to each item. 

2. The test items were characterised with ambiguous responses and having 

numerous possible responses as they were not stated in context. 

Illustratively, the examinees were instructed to choose from one of the 

following: 

“I decided/have decided to move to a better job. 

I worked/ have worked in an office in Japan.” 

In the two questions, both options are correct since the test items were 

not stated in context. 

3. The duration for each task was not specified on the assessment 

instrument and majority of the instructions were ambiguous and 

imprecise. 

4. Most items were engulfed with grammatical and typographical errors. 

Some items were also not based on the learning objectives.  
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5. Some items failed to serve the purpose for which they were intended. 

For instance, the items assessed speaking skills instead of writing skills, 

as they were instructed to fill the gaps of conversational sentences. 

Based on the findings, Koskal (2004) concluded that the teachers had 

limited skills in test construction and therefore recommended that teachers be 

trained in testing and assessment. In their study, Hamman-Tukur and Kamis 

(2000), examined three categories of students’ (level 200, 300 and 400) 

examination questions in University of Maiduguri designed for biochemistry 

students. The finding indicated that most of the examination questions assessed 

simple learning outcomes of knowledge and comprehension categories of the 

cognitive domain at the expense of learning outcomes that call for synthesis and 

evaluation. Based on the finding, the study concluded that teachers have limited 

test skills. The study recommended that teachers be sensitised about the essence 

of designing questions that assess comprehensive learning outcomes of learners. 

Boothroyd, McMorris, and Pruzek (1992) studied 41 seventh and eighth 

grade science and mathematics teachers. These teachers represented 25 public 

and private districts from many geographic regions in New York. They 

examined a sample of approximately 350 multiple-choice and completion items 

submitted by the teachers. They found that teachers’ knowledge of validity and 

reliability in measurement was not adequate. They attributed this deficiency to 

inadequate training in measurement given at the pre-service teacher education 

level. 

Räisänen, Tuononen, Postareff, Hailikari and Virtanen (2016) examined 

teachers' experiences of the validity and reliability of students' assessment 

results at a university in Finland. Using an interview guide, teachers were asked 
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why they asked the specific exam questions and the type of knowledge and 

understanding required in the exam. They were also asked to recall how they 

rated the students' learning outcomes in each test answer. Teachers were also 

asked what kind of evaluation criteria they used for different grade levels and 

why they gave certain points for certain answers. Teachers' responses to their 

practices indicated that grades did not always reflect students' learning 

outcomes. There were also problems with the alignment of the evaluation and 

the clarity of the evaluation criteria. For these and many other reasons, the 

assessment was considered unfair and biased. 

In Kenya, Kinyua and Okunya (2014) examined the factors that 

influence the manner in which teacher-made tests are valid and consistent in the 

Nyahururu District of Laikipia County. Kinyua and Okunya surveyed 57 

participants, where specifically, 42 and 15 teachers and key informants 

respectively were selected from occupants of various academic positions and 

performing varied responsibilities in their schools in the Nyahururu District. 

The study adopted a mixed descriptive survey research design. Questionnaires 

were used to gather data from the teachers, while interview guide was used to 

get information from the key informants. The study unravelled that the 

experience of teachers, training on test construction and analysis, level of 

education, use of Bloom’s taxonomy, moderation of tests and length of tests 

have an effect on validity and reliability of the tests. The aforementioned 

elements were identified to have deferring consequence on validity and 

consistency of assessment tests that are constructed by classroom teachers. 

Experienced teachers who may have been given some level of practical 

education or knowledge and apply this knowledge when designing test exhibit 
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competence and confidence as against their colleagues who have no such 

knowledge or skills. Subsequently, a conclusion that teacher-made tests have 

higher validity and consistency was made. 

Demographic Characteristic and Knowledge in Validity and Reliability 

Kinyua and Okunya (2014) found that the experience of teachers, level 

of education, use of Bloom’s taxonomy, moderation of tests and length of tests 

have an effect on validity and reliability of the tests. Experienced teachers who 

may have been given some level of practical education or knowledge and apply 

this knowledge when designing test exhibit competence and confidence as 

against their colleagues who have no such knowledge or skills. Subsequently, a 

conclusion that teacher-made tests have higher validity and consistency was 

made. 

Zhang and Burry-Stock (2003) examined teachers' appraisal practices 

across instructional levels and content domains, and teachers' self-perceived 

appraisal abilities as a function of classroom experience among teachers in two 

school districts in a southeastern state. Data from 297 teachers from the 

Assessment Practices Inventory were analyzed in a MANOVA design. It has 

been found that as the length of instruction increases, teachers rely more on 

objective testing for classroom assessment and become more concerned about 

the quality of assessment. Alkharusi (2009) found that student teacher 

assessment knowledge tends to vary by gender. In particular, in a survey of 211 

prospective teachers, Alkharusi found that, on average, men tend to have a 

higher level of knowledge in educational assessment than women. Also, Yan 

(2016) examined the impact of key demographic variables of gender, school 

level, and goal orientation on students' self-assessment practices, including self-
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directed feedback seeking (SDFS) and self-reflection (SR). A total of 8,843 

Hong Kong students were surveyed, ranging from 4th to 6th secondary school. 

Results indicated that female students demonstrated higher levels of self-

assessment practices than male students, including SDFS and SR. 

In another study, Asamoah, Songnalle, Sundeme, and Derkye (2019) 

examined gender differences in formative assessment knowledge of senior high 

school teachers in the Upper West Region of Ghana. The descriptive survey 

design was used in the study. A simple random sample was used to select a 

sample of 295 high school teachers from a population of 1139 teachers. The 

questionnaire was used to collect data for the study and the data collected were 

analyzed using an independent t-test. The results of the study showed a 

significant difference in the formative assessment knowledge of male and 

female high school teachers and that male high school teachers perform better 

in their formative assessment knowledge than their female colleagues. 

Alkharusi (2011) used a cross-sectional descriptive survey research design in 

his study to compare male and female teachers in training and active duty in 

terms of their self-perceived assessment skills. The convenience sampling 

method was used to select 330 prospective and part-time teachers. To collect 

data from the participants, a survey was developed in the form of a 

questionnaire. The results of the study showed significant gender-specific 

differences with regard to test design and administration as well as the 

communication of assessment results. Compared to women, men had higher 

skills in test construction and administration, and in communicating assessment 

results. Summarizing from the above empirical studies, apart from Pipia (2014); 

(Ankomah et al., 2020); (Ankomah & Nugba, 2020), the other studies found 
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that teachers had limited skills in assessment and that their practices also fell 

short of the recommended guidelines for conducting assessment. These indicate 

a lack of teachers' knowledge of validity and reliability, which are part of the 

basis of assessment. In addition, the validity of the evaluation results of these 

teachers is questionable in terms of their validity and usefulness. 

Conceptual Framework 

Based on the literature reviewed, a flow chart has been developed to 

explain the possible interaction that exists between teachers’ knowledge in 

validity and reliability regarding classroom assessment practices (Figure 2).  

 

 

 

 

 

 

 

 

 

 

 

Figure 2- Flow chart showing the link between teachers’ knowledge in validity 

and reliability, and valid and reliable assessment results 

  

From Figure 2, teachers having adequate knowledge in validity and 

reliability of classroom assessment are more likely to practice the appropriate 

assessment practices which would elicit meaningful interpretations and 
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usefulness of students’ assessment results. The diagram, as shown in Figure 2, 

shows that teachers’ knowledge in validity and reliability in classroom 

assessment practices would lead them into engaging in recommended 

assessment practices. Adherence to the recommended assessment practices such 

as test construction, administration, scoring, and interpretation result in the 

achievement of students’ assessment results that are both valid and reliable.  

It is also conceptualised that, certain practices such as crafting test items 

with unclear definitions, poor sentence structure, ambiguous items, inadequate 

time limits, difficult test, mismatch between learning objectives and test items, 

a test with few items, improper arrangement of items, and identifiable patterns 

of answers, poor invigilation, poor examination conditions, and hodgepodge 

scoring of tests, among others when prevalent, may hinder the validity and 

reliability of students’ assessment results. However, with teachers’ adequate 

knowledge in validity and reliability, the impact of the aforementioned factors 

is buffered. 

Chapter Summary 

 This chapter was devoted towards the review of related literature. The 

chapter reviewed literature relative to validity and classical true score theory, 

the theories that form the bases of validity and reliability, respectively. The 

concepts of assessment, teacher-made assessment, assessment practices, 

validity and reliability of assessment, sources of validity evidences were 

reviewed. The review also contained empirical review of studies in this regard. 

Further, a flow chart was developed as a conceptual framework to explain the 

link between teachers’ knowledge in validity and reliability, and the credibility 

of their students’ assessment results. 
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CHAPTER THREE 

RESEARCH METHODS 

 The present study focused on investigating the knowledge of SHS 

teachers in STMA in validity and reliability in classroom assessment. The 

current chapter presents the research methods that were used in carrying out the 

investigation. Basically, this encompassed the research design, population, 

procedures of sampling, instruments for collecting data, and data processing and 

analysis. 

Research Design 

 The research design provides the framework on which the entire 

research activity is executed. The research design clearly explains the actual 

plans that are precise and explainable which the principal investigator wants to 

employ in conducting the study. Amedahe and Asamoah-Gyimah (2015) 

defined research design as the overall set of intended actions that help the 

researcher in finding answers or solutions to the identified research questions or 

testing the hypotheses that guide the study. Essentially, the research design 

serves as the researcher’s blueprint that directs the entire research activity since 

it entails vivid information that are easily explainable. There are different types 

of research design, however, the choice of a particular design mainly depends 

upon the uniqueness of the research problem identified, research questions 

and/or hypotheses involved, and the study group among, others.  

The various research designs have their roots in the philosophies which 

underpin them. These philosophies are the bedrock of the various research 
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paradigms. Basically, there are three research paradigms, namely: qualitative, 

quantitative, and mixed methods (Creswell, 2014). This study adopted the 

descriptive survey design. It was utilised in this study because it aimed to 

understand the significance of a phenomena and describe its occurrence in a 

population (Dubin, 1978; Malhotra, 1998; Wacker, 1998).  Descriptive survey 

design allows the researcher to collect both numerical (quantitative) and non-

numerical (qualitative) data to provide you with relevant and accurate 

information.  Since this study aimed at investigating the knowledge of Senior 

High School (SHS) teachers in Sekondi-Takoradi Metropolitan Assembly on 

validity and reliability of classroom tests, a descriptive survey design was used. 

Study Area 

The present study was carried out in STMA. Sekondi-Takoradi is a twin 

city that is positioned at the south-eastern area of the Western region of Ghana. 

The metropolis is bounded by Ahanta West and Shama Districts to the west and 

east respectively. More so, the Atlantic Ocean and the Wassa East District 

bound the metropolis to the south and north respectively. STMA covers a total 

land area of 191.7 km2 and serves as the Western region’s administrative capital. 

Although the metropolis has the least land area in the region, it is the most 

advanced area regarding urbanisation compared to the other 21 remaining 

districts. The 2010 Population and Housing Census reported that the total 

population of STMA stood at 559,548, forming approximately 24% of the 

region’s entire population. Of the total population, about 49% are males and the 

remaining 51% are females.  
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Population 

The study’s population entails all public SHS teachers in STMA. 

Statistics from the Metropolitan Directorate of Education, Sekondi-Takoradi 

indicate that, there are 11 public SHS in STMA. Essentially, 981 public SHS 

teachers who teach in STMA were used as the population for the study. Out of 

the 981 teachers, 575 are males and the remaining 406 are females. Table 1 

outlines the details of the population composition of teachers in STMA. 

Table 1- The Distribution of Public SHS Teachers in STMA based on Gender 

  

School 

Teaching Staff 

Male Female Total 

1 Methodist Senior High School  58 42 100 

2 St. John’s School 65 25 90 

3 Ahantaman Girls Senior High School 50 38 88 

4 Sekondi College 65 39 104 

5 Diabene Senior High School 33 42 75 

6 Fijai Senior High School 72 42 116 

7 Ghana Secondary Technical School 53 13 66 

8 Takoradi Senior High School 55 36 91 

9 Archbishop Porter’s Girls Secondary 

School 

53 40 93 

10 Bompeh Secondary Technical School 23 49 72 

11 Adiembrah Senior High school 48 40 88 

 Total 575 406 981 

Source: GES, Sekondi-Takoradi Metropolitan Directorate (2019) 
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Sampling Procedures 

A sample of 278 was used for the study. The decision of using 278 was 

arrived at, having considered the guidelines by Krejcie and Morgan (1970). 

From Krejcie and Morgan’s formular for the estimation of sample size, a 

population of 981 should have a minimum representative sample of 278. Based 

the aforementioned, the sample of 278 by Krejcie and Morgan was used as the 

sample for the study. It is worthy to note that the use of larger samples in survey 

research cannot be overemphasised. Generally, when sample sizes are large, 

they get closer to the population, and for that matter, sampling error is reduced. 

In addition, larger samples produce more valid results compared to smaller 

sample sizes. Statistically, larger samples increase the power of the test, and 

therefore enhance the inferences that can be made from the sample to the 

population. I do acknowledge that the use of larger samples comes with its 

associated cost and difficulty in terms of data collection. In this study, however, 

these challenges were dealt with, and did not hinder the conduct of the study. 

The stratified sampling method was, therefore, employed to enrol 

respondents for the study. The stratification variables were schools and type of 

school based on sex composition. In this study, therefore, the population was 

first stratified into three strata, namely, boys’ SHSs; girls’ SHSs; and mixed 

SHSs. In this case, the stratification variable was the type of school. Two of the 

schools were boys’ and girls’ SHSs each and 7 were mixed SHSs. Specifically, 

the disproportionate stratified sampling was used. In view of that, the two boys’ 

and girls’ SHSs (single sex SHSs) were selected. With the mixed SHSs, simple 

random (lottery) was used to select three schools out of the seven. 

Disproportionate stratified sampling was used because each of the categories of 
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schools had different numerical strength. Stratified proportionate sampling 

procedure was further used to select sample based on gender, and with this the 

simple random method was applied to derive a final sample in conducting the 

study. I used the stratified sampling in order to be certain that the sample was 

fairly represented in terms of the school type and gender. Table 2 shows the 

distribution of the sample. 

Table 2- Sample Distribution 

 Population Sample 

Selected Schools  M  F  T  

Ghana Secondary Technical School 66 24 6 30 

St. John’s School 90 30 11 41 

Ahantaman Girls Senior High School 88 23 17 40 

Archbishop Porter’s Girls Secondary 

School 

93 24 18 42 

Bompeh Secondary Technical School 72 11 22 33 

Adiembrah Senior High school 88 22 18 40 

Fijai Senior High School 114 33 19 52 

Total  611 167 111 278 

Source: Field survey (2018) 

 From Table 2, out the sample of 278, 167 were males, while 111 were 

females. 

Data Collection Instruments 

 Questionnaire and observation checklist were designed for collecting 

data for the present investigation. I designed the questionnaire taking into 

consideration, the research questions and hypotheses. The questionnaire was 

made up of 74 items which were organised into four parts labelled ‘A’ to ‘D’. 
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The first section, Section ‘A’ which comprised three items was used in soliciting 

information on respondents’ demographic data. Section ‘B’ was made up of 20 

items which solicited information on knowledge on validity. These items had 

dichotomous responses. Section ‘C’ was also made up of 20 items which 

bordered on knowledge on reliability. The dichotomous response format was 

used. Finally, Section ‘D’ was made up of 31 items measured on a 4-point Likert 

scale, with responses from never to always. 

 This study’s observation checklist was made up of 18 items, which have 

to be checked during the observations. These items were organised under three 

main conditions pertaining to test administration: room conditions, invigilation, 

and testing conditions. 

Pilot testing 

 I pilot-tested the questionnaire in the Cape Coast Metropolis using 150 

SHS teachers. Suggestions and feedback derived from the pilot test were used 

to refine the instrument for the final data collection. Some items were finally 

reframed based on feedback received from the respondents. 

Validity and reliability 

 I ensured that the instrument was valid and reliable before using it for 

the actual data collection phase. First, the questionnaire was given to my 

supervisors to vet, this ensured content-related validity evidence. In addition, 

the questionnaire was pilot tested using 150 SHS teachers in Cape Coast. 

Subsequently, I ascertained the reliability coefficients of the sub-sections with 

Cronbach’s alpha reliability coefficient (α). A reliability coefficient of .70 or 

more, as indicated by Fraenkel, Wallen, and Hyun (2012), was deemed 

appropriate. Above all, throughout the conduct of the study, efforts were made 
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to eschew other practices which could hinder the validity and reliability of the 

results. The internal reliability estimates were obtained using KR-20 for 

knowledge on validity and reliability. Cronbach’s alpha was used for practices 

that enhance validity. The reliability coefficient for knowledge on validity and 

reliability were .72 and .75. For the practices that enhance validity, a coefficient 

of .77 was achieved. These coefficients were estimated based on the final 

sample used for the study. 

Data Collection Procedures 

 I requested a letter of introduction from the head of the Department of 

Education and Psychology to introduce myself as a student assistant (Appendix 

H). Necessary ethical clearances and approvals were obtained from the 

appropriate authorities as required throughout the study (Appendix I). The letter 

of introduction was sent to the Metropolitan Directorate of Education, STMA, 

for permission to conduct the study. After approval was given, the specific dates 

and times for data collection were agreed with the school management. On the 

agreed dates, I and three other trained research assistants visited the various 

schools for data collection. All questionnaires were distributed personally and 

by hand to the selected teachers. After that, those who got a reply the same day 

were retrieved. 

 The entire data collection was done within three months. Two months 

were used for the data that were collected with the questionnaire, whereas, one 

month was used for the observation. The observations were done during the end 

of semester examinations. 
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Ethical consideration 

 This study was strictly guided by the ethical codes that bind the conduct 

of research on humans. First, I received ethical approval from the University of 

Cape Coast (UCC) Institutional Review Board (IRB). In the area of data 

collection, ethical principles such as informed consent, voluntariness, 

anonymity, confidentiality, privacy and the right of withdrawal were observed. 

The data collected was treated confidentially, the names of the respondents or 

their school were not disclosed in any part of the work, rather pseudonyms were 

used. Data analysis was performed collectively as a group and therefore it was 

not possible to trace responses back to respondents. The collected data has been 

well managed and kept secret to avoid access by other people. 

Data Processing and Analysis 

 Quantitative and qualitative means of analysing data were used after 

collecting data. I used descriptive and inferential statistics in analysing the data. 

Frequencies and percentages were used in analysing data collected on Research 

Questions 1 and 2. The responses of the respondents were scored as ‘1’ and ‘0’ 

for ‘right’ and ‘wrong’, respectively. Total scores were then generated by 

summing the number right answers. Generally, the scores of the respondents 

ranged from 0 – 20. Scores between 0 and 10 were classified as low level of 

knowledge, while scores between 11 and 20 were also classified as high level 

of knowledge. 

Moreover, means and standard deviations were used in analysing data 

collected on Research Question 3. The responses were scored as follows: 1 – 

Never; 2 – Often; 3 – Very often; 4 – Always. However, eleven of the items 

were negative items, and therefore they were reversed scored (items 3, 4, 6, 8, 
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12, 16, 19, 20, 26, 27, and 28). Mean scores were estimated for each of the 

practices. The mean scores range from 1.0 to 4.0. for the purpose of 

interpretation, mean scores from 3.0 to 4.0 were judged as mostly followed, 

whereas mean scores below 3.0 were judged as not followed. This was so 

because, ideally, teachers are expected to always engage in each of the practices 

where necessary. 

However, I used content analysis in analysing data collected on 

Research Question 4. To answer this research question, samples of tests 

developed by the teachers were analysed. The test samples were in the following 

core subjects: English language, mathematics, and integrated science. The 

teachers were also interrogated in some instances. These tests were evaluated 

based on the following dimensions: content representativeness and relevance, 

thinking processes and skills represented, reliability and objectivity, fairness to 

different students, and practicality. In addition, the observation data were 

analysed using frequencies and percentages.  

Data collected on Hypothesis 1 were tested using one-way multivariate 

analysis of variance (MANOVA). The independent variable is gender, which 

has two levels: male and female. The dependent variables are the mean scores 

in knowledge in validity and knowledge in reliability. Data collected on 

Hypothesis 2 were tested using one-way MANOVA. The years of teaching 

experience were categorised into five levels: less than 1 year, 1 – 4 years, 5 – 8 

years, 9 – 12 years, and 12 years and above. Hypothesis 3 was tested using 

simultaneous multiple linear regression analysis. All the inferential analysis was 

done at 95% confidence level. 
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Chapter Summary 

This study adopted the embedded mixed method design. A sample of 

278 was used for the study. The stratified sampling method was, therefore, 

employed to enrol respondents for the study. The stratification variables were 

schools and type of school based on sex composition. Questionnaire and 

observation checklist were designed for collecting data for the present 

investigation. Frequencies and percentages were used in analysing data 

collected on Research Questions 1 and 2. Moreover, means and standard 

deviations were used in analysing data collected on Research Question 3. 

Content analysis and frequencies and percentages were used in analysing data 

collected on Research Question 4. Data collected on Hypotheses 1 and 2 were 

tested using one-way MANOVA. Hypothesis 3 was tested using simultaneous 

multiple linear regression analysis. 
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CHAPTER FOUR 

RESULTS AND DISCUSSION 

The study focused on examining knowledge on validity and reliability 

of classroom assessment among Senior High School (SHS) teachers in Sekondi-

Takoradi Metropolitan Assembly (STMA). The previous chapter dealt with the 

methodology employed to conduct this study. The current chapter presents the 

results of the data collected from the field. The chapter in addition, discusses 

the results of the study. Out of the 278 questionnaire administered, 255 were 

deemed valid and therefore used for the analysis. This translates to a 91.7% 

return rate. The results are presented in two parts. The demographic information 

of the respondents is presented in the first part, whereas the main results are 

presented in the second part.  

Demographic Characteristics of Respondents 

This part presents the demographic characteristics of the respondents. 

The demographic characteristics include gender, professional background, and 

years of teaching. Details of the results are presented in Table 3.  

As shown in Table 3, there were more males (58.4%) than females 

(41.6%). On the professional background, the majority of the respondents had 

degree with education (64.7%), only 2.4% and 17.6% possessed HND/Diploma 

and degree without education, respectively. Nearly 35% of the respondents 

indicated they had taught for 1 – 4 years, 30.2% had also taught for more than 

12 years, whereas, 6.7% of the respondents appeared to have taught for less than 

a year. Generally, a vast majority of the respondents had taught for more than 4 

years. 



66 

 

Table 3- Distribution of Respondents based on Demographic Characteristics 

(N = 255) 

Variable  Frequency Percentage (%) 

Gender   

Male 149 58.4 

Female 106 41.6 

Professional background   

HND/Diploma with education 39 15.3 

HND/Diploma without education 6 2.4 

Degree with education 165 64.7 

Degree without education 45 17.6 

Years of teaching   

< 1 year 17 6.7 

1 – 4 years 88 34.5 

5 – 8 years 33 12.9 

9 – 12 years 40 15.7 

> 12 years 77 30.2 

Source: Field survey (2020) 

Research Question 1  

What is the level of knowledge of teachers on validity? 

 This research question sought to determine teachers’ level of knowledge 

on validity of assessment. The respondents were asked to respond to 20 items 

eliciting factual knowledge on validity of assessment. The responses of the 

respondents were scored as ‘1’ and ‘0’ for ‘right’ and ‘wrong’, respectively. The 

responses of the respondents to each of the items are presented in Table 4. 
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Table 4- Items on Validity 

  Wrong   Correct   

No. Items f % f % 

1. When directions provided on tests are 

unclear, it may affect how students respond 

to the items. 

14 5.5 241 94.5 

2. Test items should contain big vocabularies 

that can make students think for the meaning 

of the item. 

78 30.6 177 69.4 

3. Students should be given a very short time 

within which they will complete a test or 

assessment. 

40 15.7 215 84.3 

4. Test items developed to assess students 

should be very difficult, so that the teacher 

will know the students’ ability. 

79 31.0 176 69.0 

5. Results from a test with unclear instructions 

can be effectively used to make meaningful 

decisions. 

85 33.3 170 66.7 

6. All learning objectives can be measured 

using a single type of test. 

142 55.7 113 44.3 

7. Test items should always be based on the 

learning objectives.  

54 21.2 201 78.8 

8. A test should contain very few items in order 

to measure the amount of students’ learning. 

122 47.8 133 52.2 

9. Items on a test should be arranged in a way 

that the difficult ones come first. 

86 33.7 169 66.3 

10. Items on test should be arranged in a way 

that the correct answers form a systematic 

pattern for easy scoring or marking. 

80 31.4 175 68.6 

11. A short test has limited uses and 

interpretations.  

106 41.6 149 58.4 

12. Test items should closely examine what has 

been taught. 

30 11.2 225 88.2 

13. The lighting and ventilation of the testing 

room can have a significant impact on the 

performance of students.  

72 28.2 183 71.8 

14. When students cheat in an examination, their 

test result loses it trustworthiness.  

34 13.3 221 86.7 

15. It is appropriate to conduct examinations 

when students are emotionally stable.  

120 47.1 135 52.9 

16. Tests like essays can be scored effectively 

and consistently without necessarily 

following the marking scheme. 

115 45.1 140 54.9 

17. It is necessary to offer some little assistance 

to students with low ability during 

examination. 

58 22.7 197 77.3 

18. In scoring tests, weaker students can be 

given some scores to uplift their scores. 

80 31.4 175 68.6 
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19. It is important to score tests using personal 

knowledge of each student’s past 

performance. 

106 41.6 149 58.4 

20. Assessment procedures should be free of 

gender, ethnic, social class, and religious 

bias and stereotypes. 

36 14.1 219 85.9 

Source: Field survey (2020) 

From the results in Table 4, an overwhelming majority of the 

respondents were able to correctly answer 14 out of the 20 items (thus, items 1, 

2, 3, 4, 5, 7, 9, 10, 12, 13, 14, 17, 18, and 20), with percentage above 60%. 

However, 5 of the items (8, 11, 15, 16, and 19) were wrongly scored by most of 

the respondents, whereas 1 item (item 6: All learning objectives can be 

measured using a single type of test) had majority of the respondents getting it 

wrong. The respondents wrongly indicated that all learning objectives can be 

measured using a single type of test.  

Among the items that most respondents had wrong include: “It is 

appropriate to conduct examinations when students are emotionally stable”; 

“Tests like essays can be scored effectively and consistently without necessarily 

following the marking scheme”; and “It is important to score tests using 

personal knowledge of each student’s past performance”. Respondents’ level of 

knowledge in validity was determined by summing their scores on all the 20 

items. Details are presented in Table 5. 

Table 5 presents the level of knowledge in validity. Generally, the scores 

of the respondents ranged from 0 – 20. Scores between 0 and 10 were classified 

as low level of knowledge, while scores between 11 and 20 were also classified 

as high level of knowledge. From Table 5, the majority of the respondents 

(81.6%) possessed high knowledge in validity. It can, therefore, be said that 

respondents have high knowledge in validity. 
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Table 5- Level of Knowledge on Validity 

Level  Score range Frequency Percentage (%) 

Low 0 – 10  47 18.4 

High 11 – 20  208 81.6 

Total   255 100.0 

Source: Field survey (2020) 

Research Question 2 

What is the level of knowledge of teachers on reliability? 

 The focus of this research question was to determine teachers’ 

knowledge on reliability of assessment. The teachers were subjected to 20 

factual statements on reliability of assessment in the quest to measure their 

knowledge on reliability of assessment. The responses of the respondents were 

judged as right or wrong. Table 6 presents the responses obtained. 

Table 6- Items on Reliability 

  Wrong   Correct   

No. Items  f % f % 

1. When assessing students on a particular 

content, it is important to use several forms 

of assessment. 

34 13.3 221 86.7 

2. It is essential that more time is given to 

students to complete tasks given to them. 

183 71.8 72 28.2 

3. Tests developed to assess students should 

contain more items. 

97 38.0 158 62.0 

4. When scoring tests, more formal procedures 

should be used. 

62 24.3 193 75.7 

5. Scorers should consistently refer to marking 

scheme. 

81 31.8 174 68.2 

6. More than one person should mark or score 

each student’s test (eg. essay or project), then 

the average score be used finally. 

139 54.5 116 45.5 

7. It is important to score all responses to a 

particular question at a sitting without 

interruption. 

96 37.6 159 62.4 

8. When assessing students, the assessment task 

should be tailored to each student’s ability. 

120 47.1 135 52.9 
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9. In assessing students, teachers should use 

equivalent forms of tests.  

84 32.9 171 67.1 

10. When grading students, teachers should 

primarily focus on students’ scores on 

various assessments. 

91 35.7 164 64.3 

11. Tests should be administered to students at 

any time even without prior notice. 

109 42.7 146 57.3 

12. In scoring students’ test, teachers should be 

very hard on students who miss classes and 

be generous to students who are regular in 

class. 

67 26.3 188 73.7 

13. Test scores are said to be reliable when they 

accurately reflect the content taught. 

216 84.7 39 15.3 

14. Adding more items to the test increases the 

reliability of the test results. 

126 49.4 129 50.6 

15. When test results are reliable, they are also 

valid. 

184 72.2 71 27.8 

16. The scoring of essay should be done script 

by script, but not item by item. 

135 52.9 120 47.1 

17. Essay tests should be scored when the 

marker is physically and mentally alert. 

53 20.8 202 79.2 

18. Previously scored items should not be kept 

out of sight when scoring the rest of the 

items. 

156 61.2 99 38.8 

19. When making decisions about students’ 

learning, it is important to use a combination 

of results from different assessment methods 

rather than a single assessment result. 

44 17.3 211 82.7 

20. Teachers should select assessment tasks that 

differentiate best students from the least able 

students. 

145 56.9 110 43.1 

Source: Field survey (2020) 

It can be deduced from Table 6 that, of the 20 factual items, the majority 

of the respondents were able to identify 10 items correctly, with percentages 

above 60% (these are, items 1, 3, 4, 5, 7, 9, 10, 12, 17, and 19). For seven items, 

the majority of the respondents had them wrong (these are, items 2, 6, 13, 15, 

16, 18, and 20). The majority of the respondents, for example, wrongly indicated 

that test scores are said to be reliable when they accurately reflect the content 

taught (item 13), also they wrongly indicated that when test results are reliable, 

they are also valid (item 15). Three items nearly had a split in terms of the 

number of respondents who had them right or wrong (items 8, 11, and 14). To 
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elaborate, while 50.6% of the respondents were able to correctly indicate that 

adding more items to the test increases the reliability of the test results, 49.4% 

did not know that (item 14). Respondents’ level of knowledge in reliability was 

determined by summing their scores on all the 20 items. Details are presented 

in Table 7. 

Table 7- Level of Knowledge on Reliability 

Level  Score range Frequency Percentage (%) 

Low 0 – 10  80 31.4 

High 11 – 20  175 68.6 

Total   255 100.0 

Source: Field survey (2020) 

 Table 7 presents the level of knowledge of respondents on reliability of 

assessment. As displayed in Table 7, the majority of the respondents (68.6%) 

had high knowledge in reliability of assessment. This implies that the teachers 

were generally knowledgeable on issues of reliability in assessment. 

Research Question 3 

What is the extent to which teachers engage in practices that enhance validity 

and reliability of assessment results? 

 The aim of this research question was to identify the extent to which 

teachers engage in practices that enhance validity and reliability of assessment 

results. The respondents were asked to indicate the extent to which they engage 

in each of 31 practices outlined. Mean scores were estimated for each of the 

practices. The mean scores range from 1.0 to 4.0. For the purpose of 

interpretation, mean scores from 3.0 to 4.0 were judged as mostly followed, 

whereas mean scores below 3.0 were judged as not followed. This was so 
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because, ideally, teachers are expected to always engage in each of the practices 

where necessary. Table 8 presents results on the engagement of the practices. 

Table 8- Practices that Enhance Validity and Reliability 

Practices M SD Remark 

I provide clear instructions on how to answer test 

items. 

3.33 .94 MF 

Test items I develop do not contain big vocabularies 

that can hinder the meaning of the item. 

2.94 1.04 NF 

I give my students a very short time to answer tests 

that I administer to them.* 

3.21 .97 MF 

I use difficult test items to assess students, so that I 

will know the students’ ability.* 

3.02 .98 MF 

I write test items in a way that they do not give 

students clues to the answer. 

2.27 1.07 NF 

I score students’ tests using personal knowledge of 

each student’s past performance.* 

3.20 .97 MF 

When assessing students, I make sure the 

assessment tasks are tailored to each student’s 

ability. 

2.31 1.07 NF 

I use any type of test to assess students, irrespective 

of the learning objectives.* 

3.20 .99 MF 

I develop test items based on the learning objectives.  3.22 .94 MF 

The tests I develop to assess students contain more 

items. 

2.56 .83 NF 

I arrange test items in order of difficulty, with the 

difficult ones first. 

1.69 .95 NF 

I arrange options of test items in a way that the 

correct answers form a systematic pattern for easy 

scoring or marking.* 

3.33 .95 MF 

 When scoring, I score all responses to a particular 

question at a sitting without interruption. 

2.35 1.11 NF 

The tests I develop closely examine what has been 

taught. 

3.22 .96 MF 

I ensure proper room lighting and ventilation when 

students are being assessed.  

3.11 1.02 MF 

I allow students to help themselves during 

examinations. * 

3.42 .96 MF 

I conduct examinations when students are 

emotionally stable.  

2.78 1.09 NF 

I score tests like essays by consistently following the 

marking scheme. 

2.81 1.03 NF 

I offer some little assistance to students with low 

ability during examinations.* 

3.34 .96 MF 

When scoring tests, I give weaker students some 

scores to uplift their scores.* 

3.30 .94 MF 
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The assessment procedures I use are free from 

gender, ethnic, social class, and religious bias and 

stereotypes. 

3.29 1.04 MF 

I use several forms of assessment when assessing 

students on a particular content. 

2.71 1.07 NF 

When scoring students’ scripts test (eg. essay or 

project), I use more than one person (marker), then 

the average score be used finally. 

1.89 .99 NF 

In assessing students, I use equivalent forms of the 

tests.  

2.75 .96 NF 

When grading students, I primarily focus on 

students’ scores on various assessments. 

2.62 1.08 NF 

I administer tests to students at any time, even 

without prior notice.* 

3.14 .89 MF 

When scoring students’ tests, I am very hard on 

students who miss classes and generous to students 

who are regular in class.* 

3.30 .96 MF 

When scoring essay, I do it script by script, but not 

item by item.* 

2.56 1.06 NF 

I score essay tests when I am physically and 

mentally alert. 

3.12 .97 MF 

I keep previously scored items out of sight when 

scoring the rest of the items. 

2.45 1.05 NF 

When making decisions about students’ learning, I 

use a combination of results from different 

assessment methods rather than a single assessment 

result. 

3.11 .951 MF 

Mean of means 2.89 0.99 NF 

Source: Field survey (2020); *Items reverse-scored; NF – Not Followed; MF – 

Mostly Followed  

 

From Table 8, among the 31 practices outlined, the respondents did not 

engage in several practices that enhance validity and reliability of assessment, 

however, they mostly engaged in only 17. These, among others, include 

provision of clear instructions on how to answer test items (M = 3.33, SD = 

0.94); development of test items based on the learning objectives (M = 3.22, SD 

= 0.94); development of tests based on content taught (M = 3.22, SD = 0.96); 

ensuring proper room lighting and ventilation when students are being assessed 

(M = 3.11, SD = 1.02); using assessment procedures that are free from gender, 

ethnic, social class, and religious bias and stereotypes (M = 3.29, SD = 1.04); 
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not giving students a very short time to answer tests (M = 3.21, SD = 0.97); not 

using personal knowledge of student’s past performance to score them (M = 

3.20, SD = 0.97); and not allowing students to cheat during examinations (M = 

3.42, SD 0.96). 

The practices that respondents did not follow, among others, include 

writing test items in a way that give students clues to answers (M = 2.27, SD = 

1.07). This means that response on one item is influenced by another question. 

Also, the respondent did not arrange test items starting from less difficult ones 

(M = 1.69, SD = 0.95); not scoring all responses to a particular question at a 

sitting without interruption (M = 2.35, SD = 1.11); and not focusing primarily 

on students’ scores on various assessments when grading (M = 2.62, SD = 1.08). 

This means that students’ grades were influenced by some non-achievement 

factors. In sum, it can be said that respondents did not follow practices that 

enhance validity and reliability of assessment results (mean of means = 2.89, 

SD = 0.99). 

Research Question 4 

What are the sources of invalidity in test scores? 

 The focus of this research question was to determine the sources of 

measurement invalidity in test scores. To answer this research question, samples 

of tests developed by the teachers were analysed. The test samples were in the 

following core subjects: English language, mathematics, and integrated science. 

In addition, observations were conducted during examinations in some of the 

schools within the study area.  
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Evaluation of Samples Tests 

 This section presents results of the evaluation of the test samples used 

by the teachers in question. Generally, 12 samples of test were evaluated in all. 

Four samples were selected each from English language, mathematics, and 

integrated science (see Appendices C, D, and E). The teachers were also 

interrogated in some instances. These tests were evaluated based on the 

following dimensions: content representativeness and relevance, thinking 

processes and skills represented, reliability and objectivity, fairness to different 

students, and practicality. 

Content representativeness and relevance 

 Evaluation of all the tests examined students based on the topics 

stipulated in the national syllabus, yet there were no table of specification. Due 

to the fact that the assessors failed to use the table of specification in the 

construction of the items, the content representativeness and for that matter, 

content validity of the assessment instruments are questionable. The assessors 

of instrument E also failed to sample a wide range of content. Inferring from the 

number of items set, there was construct under representation of some topics in 

all the instruments (like Animal production and Waves for Test E, Nitrogen 

cycle, Cells, Air movement and Rocks for Test F, Measurement, Cells, 

Ecosystem, Dentition, Respiratory system; and Electronics for Test G). 

Thinking processes and skills represented 

 It is expected that an assessment instrument should represent thinking 

processes and skills stipulated in the school’s curriculum and also allow 

students enough time to use complex learning skills. The dimensions for 

teaching, learning and assessment in English at the senior high school level, 
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assigns knowledge and understanding forty percentage (40%) weight and sixty 

percentage (60%) weight to application of knowledge. A careful analysis of all 

the instruments (Test A, B, C, D) revealed that the assessors failed to assign the 

correct weightings to the domains of instructional relevance due to their failure 

to use the table of specification in the construction of the items. Hence the 

thinking processes of students who wrote all the tests were not well represented. 

 It was found that most of the questions in the essay test also measured 

lower-level thinking skills (that is, remembering and understanding as stipulated 

in the Integrated Science syllabus) (see Appendix E), hence inappropriate 

percentage weightings were apportioned to the domains of instructional 

relevance. Gleaning from the points stated, the content validity of these 

assessment instruments was lowered.  

 The dimensions for teaching, learning and assessment for Mathematics 

at the Senior high school level, assigns remembering and understanding thirty 

percentage weight (30%) and seventy (70%) percentage weight to application 

of knowledge. These percentage weights indicated explains the relative 

emphasis teachers need to give to the various dimensions in teaching and 

testing.  In view of this, the thinking processes and skills of all the examinees 

of the tests were not well represented. 

Reliability and objectivity 

 The reliability of assessment results was examined by looking at the test 

length, the testing conditions; the time allocated to the test, subjectivity in 

scoring and group variability. With regards to the test length, it can be concluded 

that the length of Test A was long enough in that, the assessment instrument 

consisted of 60 multiple choice items with four alternatives each for the paper 
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one. The paper two also consisted of three essay-type questions (of which only 

one essay was to be written on) ranging from an informal letter, an article and a 

short story, as well as a comprehension passage with several questions to be 

answered by the students. The length of Test B was also long because the 

assessment instrument consisted of eighty multiple choice items for the paper 

one and a comprehension passage with several questions, summary and a total 

of five essay questions in the paper two of which one essay was to be written 

on.  

 Tests C and D were also long enough in that, the assessment instruments 

consisted of 50 multiple choice items for the paper one. Paper two of Test C 

consisted of five essay-type questions (of which only one essay was to be 

written on), a comprehension passage with several questions to be answered and 

a summary question.  Paper two of Test D, also comprised four essay-type 

questions (of which only one essay was to be written on), a comprehension 

passage with several questions to be answered and a summary question. Tests 

B, C and D can be likened to the WASSCE English language script since the 

assessors inculcated a third aspect of the paper two, which is, the summary. 

 In relation to the time allocated to test A, the entire testing period was 

two hours and the assessors clearly apportioned the time between the two 

sections such that, the paper two was to be covered within an hour and ten 

minutes whereas the multiple-choice items were to be answered within fifty 

minutes. As such, students might have worked efficiently within the time frame. 

Hence, the time allocation can be said to be fair enough to enable students to 

work efficiently. Though the three-hour period allotted to Test B was quite long, 

the assessors failed to apportion the period between the two sections. That is, 
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the time given to students to complete each section of the test was not specified. 

The omission of time specification may result in students wasting time on some 

aspects of the test without focusing on the other aspects of the paper. Hence, 

they might not have been able to complete the test on time. Students might have 

therefore resulted to guessing or cheating thereby introducing errors. 

 In spite of the fact that the two-hour period allotted to Test C and D was 

quite short, the assessors clearly apportioned one hour fifteen minutes to the 

Paper two and forty- five, minutes to the Paper one. The specification of time 

for the different sections of test C and D might have prompted students to work 

within the given time frame. Inferring from the time allocated to the tests, Test 

A yielded a high reliability whereas the reliability of Test B, C and D was 

lowered due to unclear directions with regards to time allocation (for Test B) 

and insufficient time (for Test C and D). 

 Most options of the multiple-choice items were arranged vertically in 

Test A, C and D and this bridged any source of hindrance to students’ ability to 

easily identify the key to the various items whilst Test B had Horizontal 

arrangement of options which much as clearly arranged, overlapped each other 

which could have led to some confusion in the choices of the key. 

 With regards to the test length, it can be concluded that the length of 

instruments E, F and G were long in that, the instruments consisted of forty 

multiple choice items with four alternatives for each item in the Paper One. 

Though the length of Test E and G were also long, the assessors did not give 

the students enough time on practical. Instrument H was however short in length 

in that it comprised three compulsory essay type tests, one practical test and 

twenty multiple choice items. 
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Fairness to different students 

 Considering the issue of fairness, deliberations with the assessors of all 

the tests revealed that, students were notified about the nature and purpose of 

the exam several weeks before its commencement. As a result, students were 

offered opportunity to prepare adequately for the tests. According to the 

assessors of Test A, C and D, some aspects of the syllabus were not evenly 

taught to all the classes. Much as the students had alternatives with regards to 

the essay aspect of the paper, the students were limited to the topics they were 

taught in terms of their choice of question to be answered.  

 The assessors also made mention that provisions were made for 

physically challenged students to write the exams without any form of 

impediment. Again, in ensuring fairness, the assessors made sure that the test 

items did not contain words or phrases that served as clues to some of the 

students, whilst being disadvantageous to the other students in other classes. 

Thus, the tests were fair with regard to wording, ethnicity and gender. 

 Regarding the integrated science paper (Appendix E), though students 

were made aware of the topics the tests would cover, some items (16, 24, 33, 35 

,37, 38 and 40) of Test E and (25, 26, 31, 32, 33, 37, and 38) of Test F were 

based on topics which weren’t covered by all the form one classes. The one 

hour, forty- five minute’s period allotted to the Test F was inadequate and the 

assessors also failed to apportion the period between the two sections of the test.  

The students were supposedly treated equally without any form of 

discrimination in all the classes during the period of test administration and 

scoring.  
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Practicality  

 The assessors were asked how best they ensured practicality and they 

alluded that, efforts were made to ensure adequate supply of answer booklets 

and other materials needed for the exams when it comes to Test A and D, 

whereas in the case of Test B and C, much as adequate supply of exam scripts 

and answer booklets were to be ensured, because the question papers were 

printed on the very day for writing, some classes were reported to have received 

their scripts much later. This instance could lead to leakage of questions to 

students who started later.  

 With regards to time, when the time allotted to a test is too short, 

students are likely not to complete the test which will affect their performance 

whereas when too much time is given, the students may resolve to cheat. The 

two-hour period allotted to Test A was good considering the number of items 

answered. On the other hand, the three hours allotted to Test B was questionable 

due to unclear directions. Also, the two hours period allotted to Test C and D 

was also quite short and this could affect the validity and use of the results.  

 The two hour and one hour thirty minutes period allotted to Test E and 

H respectively was good in comparison with the period allotted for the 

Integrated Science WASCE Examination. Whereas the one hour forty-five 

minutes period allotted to Test F was short, the two and half hour allotted to test 

G was too long. Students who answered instrument F and G might have guessed 

or cheated incorporating errors.  Moreover, in view of the fact that the stipulated 

time was not apportioned between the two sections of Tests E, and F, the 

students might have not known the exact time allotted to each section to guide 

their responses. This could affect the validity and use of the results. 
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Observation of Examination Procedures and Conditions 

 In addition to the evaluation of tests developed and used in assessing 

students, observation was conducted during the administration of the various 

assessments. For each of the seven schools used in the study, two observations 

were carried out. In all, 14 observations were carried out across all the schools. 

Basically, the observation covered three thematic areas namely, room 

conditions, invigilation, and testing conditions. Details of the observation are 

presented in Tables 9, 10, and 11. 

Table 9- Room Conditions (n = 14) 

Condition  Frequency Percentage (%) 

Arrangement of tables and chairs   

Appropriate 10 71.4 

Not appropriate 4 28.6 

Ventilation    

Good 8 57.1 

Poor  6 42.9 

Lighting    

Good 11 78.6 

Poor  3 21.4 

Sitting posture of examinees   

Appropriate 9 64.3 

Not appropriate 5 35.7 

Serenity of environment    

Good 6 42.9 

Poor  8 57.1 

Source: Field survey (2020) 

As shown in Table 9, in terms of arrangement of tables and chairs 

(71.4%), ventilation (57.1%), lighting (78.6%), and sitting posture of examinees 

(64.3%) were seen to be good and appropriate. However, the majority of the 

cases observed indicate the serenity of the environment was poor (57.1%). Even 

though majority of the observations reported good and appropriate conditions, 

it is expected the aforementioned should be good and appropriate, which is not 

negotiable. Table 10 presents results on invigilation conditions. 
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Table 10- Invigilation (n = 14) 

Condition  Frequency Percentage (%) 

Number of invigilators per room   

Adequate 8 57.1 

Not adequate 6 42.9 

Invigilators making phone calls, reading, 

chatting  

  

Yes  9 64.3 

No   5 35.7 

Invigilators interrupting students   

Yes  10 71.4 

No   4 28.6 

Announcement of time remaining   

Frequently  3 21.4 

Not frequently 11 78.6 

Unnecessarily  - - 

Invigilators intermittently walking around 

the room during testing 

  

Frequently  10 71.4 

Not frequently 4 28.6 

Invigilators pestering students   

Yes  7 50.0 

No   7 50.0 

Position of invigilators.   

Appropriate 9 64.3 

Not appropriate 5 35.7 

Source: Field survey (2020) 

From Table 10, the observation showed that on many cases it was found 

that the number of invigilators per room was adequate (57.1%); announcement 

of time remaining was no frequently done (78.6%); invigilators intermittently 

walking around the room during testing (71.4%); and the position of the 

invigilators were appropriate (64.3%). It was, however, observed on a number 

of occasions that invigilators were making phone calls, reading, and chatting 

from phones (64.3%); invigilators interrupted students (71.4%); and some 

cases, invigilators pestered students (50%). Table 11 presents results on 

conditions of the test. 

Table 11- Testing Conditions (n = 14) 

Condition  Frequency Percentage (%) 

Time allowed for the tests.   
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Appropriate 10 71.4 

Not appropriate 4 28.6 

Start of test.   

Exactly on scheduled time 7 50.0 

Not exactly on scheduled time 7 50.0 

Stopping time.   

Exact time 6 42.9 

Not exact time 8 57.1 

Availability of supplementary answer 

booklets. 

  

Available and adequate 4 28.6 

Available but not adequate 10 71.4 

Not available - - 

Supplementary question papers.   

Available  11 78.6 

Not available 3 21.4 

Emergency medical care   

Available  - - 

Not available 14 100.0 

Source: Field survey (2020) 

The results in Table 11 show that, regarding the testing conditions, it 

was observed that time allowed for the tests were appropriate in most cases 

(71.4%); the tests started on scheduled time (50%); and there were 

supplementary question papers available (78.6%). It was, however, observed 

that that in most cases the tests did not stop at the exact time (57.1%); 

supplementary answer booklets were available but not adequate (71.4%); and 

there were no emergency medical care services at all the schools observed 

(100%). 

Descriptive Information on Knowledge on Validity, Knowledge on 

Reliability, and Adherence to Validity and Reliability Practices  

This section provides descriptive information on knowledge on validity, 

knowledge on reliability, adherence to validity and reliability practices. Details 

of the descriptive statistics are presented in Table 12. 

Table 12- Descriptive Statistics on Knowledge on Validity, Knowledge on 

Reliability, and Practices 

Parameters  Validity  Reliability  Practices 

Mean 13.96 11.29 2.89 
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Standard deviation 3.26 2.30 0.35 

5% Trimmed mean 14.02 11.35 2.90 

Median 14.0 12.0 2.94 

Skewness -.308 -.521 -.304 

Std. Error .153 .153 .153 

Zskewness -2.01 -3.41 -1.99 

Source: Field survey (2020) 

 From Table 12, the mean, 5% trimmed mean, and median for knowledge 

on validity, knowledge on reliability, and practices were approximately the 

same, suggesting that these data were normally distributed. Also, the Zskewness 

for knowledge on validity, and practices were within the ranges of ±3.29, 

however, that of knowledge in reliability deviated a little. In addition, visual 

examination of the histograms and the normal Q-Q plots for each of the 

variables confirms normality of the distributions (see Appendix F). 

Hypothesis 1 

H0: There will be no significant gender difference in teachers’ knowledge on (a) 

validity and (b) reliability of assessment. 

H1: There will be a significant gender difference in teachers’ knowledge on (a) 

validity and (b) reliability of assessment. 

 This hypothesis was interested in testing differences in level of 

knowledge on validity and reliability on the basis of gender. This hypothesis 

was tested using one-way multivariate analysis of variance (MANOVA). The 

independent variable is gender, which has two levels: male and female. The 

dependent variables are the mean scores in knowledge on validity and 

knowledge on reliability. The dependent variables were measured on interval 

scale. Assumptions such as normality and linearity were checked and adhered 

to (see Appendix F). The results of the Box’s test did not violate the equality of 
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variance-covariance assumption, Box’s M = 2.03, F(3, 4111819.30) = .67, p = 

.570. Having met this assumption, Wilks’ Lambda multivariate test was 

performed. Table 13 presents the results of the multivariate test. 

Table 13- Wilks' Lambda Multivariate Test for Gender Differences in 

Knowledge in Validity and Reliability 

Effect Value F df1 df2 Sig. 

Partial Eta 

Squared 

Intercept .030 4083.439 2 252 .000 .970 

Gender .996 .557 2 252 .574 .004 

Source: Field survey (2020) 

 The result of the Wilks’ Lambda multivariate test in Table 13 show no 

statistically significant gender difference on the combined knowledge in 

validity and reliability, F(2, 252) = .56, p = .574, partial eta squared = .004. 

Separate univariate ANOVAs were performed at Bonferroni’s alpha of .025. 

The Levene’s test for equality of variance showed no violation of the 

assumption for validity (p = .784) and reliability (p = .613). Table 14 presents 

the univariate results. 

 

Table 14- Univariate Test for Gender Differences in Knowledge in Validity and 

Reliability 

Source 

Dependent 

Variable Df Mean Square F Sig. 

Partial Eta 

Squared 

Intercept Validity  1 48113.590 4540.442 <.001 .947 

Reliability  1 31517.591 5961.205 <.001 .959 

Gender  Validity  1 11.849 1.118 .291 .004 

Reliability  1 .461 .087 .768 <.001 

Error Validity  253 10.597    

Reliability  253 5.287    

Total Validity  255     

Reliability  255     

Source: Field survey (2020) 
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In terms of knowledge on validity, the result showed no statistically 

significant gender difference, F(1, 253) = 1.12, p = .291, partial eta squared = 

.004 (Table 14). The result implies that, practically, gender explained 0.4% of 

the variations in knowledge on validity. The results further showed no 

statistically significant gender difference in knowledge on reliability, F(1, 253) 

= .09, p = .768, partial eta squared < .001. The results generally, imply that male 

and female teachers do not vary in their level of knowledge on validity and 

reliability of assessment. 

Based on the results gathered, the null hypothesis that “There will be no 

significant gender difference in teachers’ knowledge in (a) validity and (b) 

reliability in assessment” was failed to be rejected. 

Hypothesis 2 

H0: There will be no significant difference in teachers’ knowledge on (a) validity 

and (b) reliability of assessment with respect to years of teaching experience. 

H1: There will be a significant difference in teachers’ knowledge on (a) validity 

and (b) reliability of assessment with respect to years of teaching experience. 

 The focus of this hypothesis was to determine whether or not teachers 

differ in their level of knowledge on validity and reliability of assessment with 

respect to years of teaching experience. This hypothesis was tested using one-

way MANOVA. The dependent variables are the mean scores in knowledge on 

validity and knowledge on reliability. These variables were measured on 

continuous basis. The independent variable was years of teaching experience. 

This variable has five levels: less than 1 year, 1 – 4 years, 5 – 8 years, 9 – 12 

years, and 12 years and above. The normality and linearity assumptions were 

met (see Appendix F). The results of the Box’s test did not violate the equality 
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of variance-covariance assumption, Box’s M = 7.66, F(12, 42139.87) = .67, p 

= .826. Upon meeting this assumption, Wilks’ Lambda multivariate test was 

performed. Details of the results are presented in Table 15. 

Table 15- Wilks' Lambda Multivariate Test for Differences in Knowledge in 

Validity and Reliability with respect to Years of Teaching 

Effect Value F df1 df2 Sig. 

Partial Eta 

Squared 

Intercept .039 3092.879 2 249 <.001 .961 

Years of teaching .890 3.721* 8 498 <.001 .056 

Source: Field survey (2020); *Significant, p < .05 

Result from Table 15 show a statistically significant difference in the 

combined knowledge in validity and reliability in assessment, F(8, 498) = 3.72, 

p < .001, partial eta squared = .06. Years of teaching accounted for 6% of the 

variations in knowledge in validity and reliability in assessment. The Levene’s 

test for equality of variance showed no violation of the assumption for validity 

(p = .236) and reliability (p = .737). The results of the univariate tests are 

presented in Table 16. 

Table 16- Univariate Test for Differences in Knowledge in Validity and 

Reliability with respect to Years of Teaching 

Source 

Dependent 

Variable Df Mean Square F Sig. 

Partial Eta 

Squared 

Intercept Validity   1 35763.671 3571.459 .000 .935 

Reliability  1 22549.233 4398.748 .000 .946 

Years of 

teaching 

Validity   4 47.343 4.728* .001 .070 

Reliability  4 14.133 2.757 .028 .042 

Error Validity   250 10.014    

Reliability  250 5.126    

Total Validity   255     

Reliability  255     

Source: Field survey (2020); *Significant, p < .025 (Bonferroni’s alpha) 
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 The univariate results are presented in Table 16, using Bonferroni’s 

adjusted alpha of .025. With respect to years of teaching, there was a statistically 

significant difference in knowledge in validity, F(4, 250) = 4.73, p = .001, 

partial eta squared = .07. Years of teaching explained 7% of the variations in 

teachers’ knowledge in validity. There was, however, no statistically significant 

difference in teachers’ knowledge in reliability on the basis of years of teaching, 

F(4, 250) = 2.76, p = .028, partial eta squared = .04. Table 17 presents a multiple 

comparison using Tukey on knowledge in validity. 

Table 17- Tukey HSD Multiple Comparisons 

(I) Years of 

teaching  

(J) Years of teaching  

 

Mean Diff. 

(I-J) S.E Sig. 

Less than 1 year 1-4 years 1.4799 0.84 .396 

5-8 years .8057 0.94 .914 

9-12 years -.0382 0.92 1.000 

Above 12 years -.5623 0.85 .964 

1-4 years Less than 1 year -1.4799 0.84 .396 

5-8 years -.6742 0.65 .835 

9-12 years -1.5182 0.60 .090 

Above 12 years -2.0422* 0.49 <.001 

5-8 years Less than 1 year -.8057 0.94 .914 

1-4 years .6742 0.65 .835 

9-12 years -.8439 0.74 .788 

Above 12 years -1.3680 0.66 .233 

9-12 years Less than 1 year .0382 0.92 1.000 

1-4 years 1.5182 0.60 .090 

5-8 years .8439 0.74 .788 

Above 12 years  -.5240 0.62 .915 

Above 12 years Less than 1 year .5623 0.85 .964 

1-4 years 2.0422* 0.49 <.001 

5-8 years 1.3680 0.66 .233 

9-12 years .5240 0.62 .915 

Source: Field survey (2020); *Significant, p < .025 (Bonferroni’s alpha) 

 Among the multiple comparisons shown in Table 17, significant 

difference exists only between teachers who have taught for 1 – 4 years and 

those who have taught for more than 12 years (p < .001). It was evident that 
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teachers who have served for more than 12 years (M = 14.97, SD = 2.97) had 

higher knowledge in validity than those who have taught for 1 – 4 years (M = 

12.93, SD = 3.21). However, among all the others, there were no significant 

differences.  

 On the basis of the results this study, the null hypothesis that “There will 

be no significant difference in teachers’ knowledge in (a) validity and (b) 

reliability in assessment with respect to years of teaching experience” was 

rejected in favour of its alternative hypothesis. 

Hypothesis 3 

H0: Teachers’ knowledge on (a) validity and (b) reliability of assessment will 

not significantly predict the extent to which they engage in practices that 

enhance validity and reliability of assessment results. 

H1: Teachers’ knowledge on (a) validity and (b) reliability of assessment will 

significantly predict the extent to which they engage in practices that enhance 

validity and reliability of assessment results. 

 The aim of this hypothesis was to determine the influence of teachers’ 

knowledge on validity and reliability of assessment on the extent to which they 

engage in practices that enhance validity of assessment results. Simultaneous 

multiple linear regression analysis was performed to test this hypothesis. The 

predictor variables were teachers’ scores in knowledge on (a) validity and (b) 

reliability. These scores were on continuous bases. The criterion variable was 

engagement in practices that enhance validity of assessment results. This 

variable was also measured on continuous basis. Assumptions such as normality 

of residuals, linearity, and homoscedasticity were adhered to (see Appendix G). 

Table 18 presents the overall model summary. 
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Table 18- Model Summary for Knowledge in Validity and Reliability 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Durbin-

Watson 

1 .509 .259 .253 .30596 1.807 

Source: Field survey (2020); *Significant, p < .05; F(2, 251) = 43.81, p < .001 

 From Table 18, there was no autocorrelation since the Durbin-Watson 

result (1.81) is greater than 1.5 but less than 2.5. The overall model was 

statistically significant, F(2, 251) = 43.81, p < .001, adjusted R2 = .25. The result 

implies that knowledge in validity and reliability jointly accounted for about 

25% of the variations in adherence to practices that enhance validity and 

reliability in assessment. The regression coefficients are presented in Table 19. 
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Table 19- Regression Coefficients for Knowledge in Validity and Reliability 

Parameter  

Unstd. Coef. Std. Coef. 

t Sig. VIF 
B S.E. Beta (β) 

(Constant) 1.888 .112  16.804 <.001  

Validity  .042* .006 .383 6.745 <.001 1.09 

Reliability  .037* .009 .243 4.282 <.001 1.09 

Source: Field survey (2020); *Significant, p < .025 

 The results in Table 19 show that both knowledge in validity (B = .042, 

p < .001) and reliability (B = .037, p < .001) are statistically significant 

predictors of adherence to practices that enhance validity of assessment results. 

Both knowledge in validity and reliability were positive predictors of adherence 

to practices that enhance validity in assessment. The results implies that a unit 

increase each in knowledge in validity and knowledge in reliability would lead 

.042 and .037, respectively, increase in adherence to practices that enhance 

validity in assessment. 

 Following the results of this study, the null hypothesis which states that 

“Teachers’ knowledge on (a) validity and (b) reliability of assessment will not 

significantly predict the extent to which they engage in practices that enhance 

validity and reliability of assessment results” was rejected in favour of the 

alternative hypothesis. 

Discussion 

This section discusses the findings of the study. The discussion was done 

based on the following topical areas: 

1. Teachers’ Knowledge on Validity and Reliability 

2. Teachers’ Engagement in Practices that Enhance Validity and 

Reliability of Assessment Results 
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3. Sources of Test Score Invalidity 

4. Demographic Characteristics and Teachers’ Knowledge on Validity 

and Reliability 

Teachers’ Knowledge on Validity and Reliability 

It was found that overwhelming majority of the respondents were able 

to correctly answer 14 out of the 20 items, with a corresponding percentage 

above 60%. However, 5 of the items were wrongly scored by most of the 

respondents. Similarly, the majority of the respondents were able to identify 10 

items correctly, with percentage above 60%. The majority of the respondents, 

for example, wrongly indicated that test scores are said to be reliable when they 

accurately reflect the content taught, also they wrongly indicated that when test 

results are reliable, they are also valid. The respondents further wrongly 

indicated that it is appropriate to conduct examinations when students are 

emotionally unstable; tests like essays can be scored effectively and consistently 

without necessarily following the marking scheme; and it is important to score 

tests using personal knowledge of each student’s past performance. The study, 

generally, revealed that the majority of the respondents possessed high 

knowledge in validity and reliability. 

The findings of the current study agree with several other studies 

(Ankomah et al., 2020; Ankomah & Nugba, 2020; Pipia, 2014). Pipia (2014), 

for instance, found that the teachers provide accurate information to students 

before administering the test, they also consistently refer to the scoring rubric 

when scoring the test papers of their students. It was further found that the 

teachers do not consider personal and confounding elements while assessing the 

test results. This implies that the teachers have knowledge in validity and 
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reliability in terms of students’ assessment. Similarly, studies by Ankomah et 

al. (2020); and Ankomah and Nugba (2020) have reported high test construction 

skills among teachers in Sekond-Takoradi and Cape Coast, respectively. It is 

worthy to note that though the findings of the current study agree with the 

aforementioned, the cases of Ankomah et al. (2020); and Ankomah and Nugba 

(2020) were only limited to skills in test construction, but not assessment in 

general. There is the likelihood that in the cited studies, the teachers were not 

knowledgeable in assessment in general. 

It was revealed that both knowledge on validity and reliability were 

positive predictors of adherence to practices that enhance validity in assessment. 

The findings of this study have implications on the validity and reliability on 

the practice of assessment by these teachers. The findings are in harmony with 

the National Education Association [NEA] (2003) that a teacher is expected to 

have adequate and absolute knowledge in assessing their learners as their least 

trait. The NEA further adds that accurate assessment is impossible until 

assessors are knowledgeable on validity and reliability implications of 

assessment results. Also, the Standards (1999) specify that teachers should be 

knowledgeable in choosing and developing assessment methods; administering, 

scoring and interpreting assessment results; using assessment results for 

decision making and grading; communicating assessment results; and 

recognizing unethical assessment practices. This was, however, not the case in 

the current study. 

The finding of the current study disconfirms that of Ing et al. (2015) who 

found that assessors or teachers displayed little knowledge about the 

specification table. Moreover, a careful scrutiny revealed that a greater 
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proportion of the teachers never got involved in any organised course to upgrade 

their knowledge regarding specification tables, hence, they lacked the 

competence to develop the appropriate specification table indicating limited 

knowledge on the teachers’ part regarding the essence of specification table and 

how they are used. Also, findings by Anhwere (2009) revealed that teachers 

failed to adhere to basic testing principles in constructing assessment test, and 

thus consider managing college assessment practices to be extra load for their 

profession. Anhwere, therefore, concluded, on the whole, tutors in the teacher 

training colleges had limited skills and competence in the knowledge of 

construction, administration of classroom/teacher made tests and scoring of 

essay-type tests. 

Teachers’ Engagement in Practices that Enhance Validity and Reliability 

of Assessment Results 

It was revealed that the respondents did not engage in several practices 

that enhance validity and reliability of assessment, however, they mostly 

engaged in only seventeen. In sum, it can be said that respondents did not follow 

practices that enhance validity and reliability of assessment results. Ideally, it is 

expected that teachers engage in all practices stipulated to regulate and bind the 

conduct of assessment in general. Doing so minimises the errors that are likely 

to influence test scores, hence making them not reliable. Similarly, adherence 

to these practices provides more evidence to support the soundness and 

meaningfulness of the interpretation of such results. 

The results of the current study confirm previous studies (Oduro-Kyireh, 

2008; Risnen et al., 2016; Anhwere, 2009). Oduro-Kyireh's study aimed to find 

out whether the procedures used by teachers in constructing, administering and 
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evaluating class achievement tests and interpreting the results of these tests 

conformed to the principles and guidelines prescribed by measurement 

specialists. The study found that the following principles are not commonly 

used by teachers: the use of test specification tables to determine the items 

included in the test; preparing more items than needed for the test; and 

evaluation of the test as a whole according to the criteria of clarity, practicality, 

validity, efficiency and fairness. Oduro-Kyireh concluded that the instructors 

lack the requisite skills needed to construct tests. This, therefore, suggests that 

teachers’ level of knowledge on validity and reliability is limited in the sense 

that all the principles regarding test construction are founded on ensuring 

validity and reliability in assessment. 

In another study, Marmah and Impraim (2013) examined the 

competence of university lecturers in creating multiple-choice test questions. 

The results showed that most of the time the teachers did not follow the 

principles established by measurement experts when developing the multiple 

choice item. For example, as part of the task planning, the instructors did not 

create a table of test specifications and did not emphasize or capitalize negative 

phrases or phrases in the text. 

The results of the current study, on one hand, found that teachers had 

high level of knowledge on validity and reliability of assessment. On the other 

hand, the teachers did not adhere to a number of recommended practices, though 

they had high knowledge in validity and reliability. Obviously, these results 

appear to be a paradox. Ankomah et al. (2020) found that attitude towards test 

construction played a significant role as far as adherence to recommended 

principles are concerned. The authors explained that teachers may possess high 
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level of skills, but when they have a negative attitude, they are less likely to 

adhere to recommended principles. 

Sources of Test Score Invalidity 

Findings of the study revealed some issues regarding content 

representativeness and relevance, thinking processes and skills represented, 

reliability and objectivity, fairness to different students, and practicality of the 

test samples evaluated. In addition, the observations revealed that the conditions 

of test administration, namely, room conditions, invigilation, and testing 

conditions were not good and appropriate. The findings of this study are in 

support of that of Cooper et al. (2016) who examined teachers’ understanding 

of validity and reliability in assessment. Results from their study showed that 

qualities of the test items were good, a few items were determined to be 

potentially problematic. Based on this, Cooper et al. indicated that the teachers 

have adequate knowledge in validity and reliability in classroom assessment, 

hence the quality of their test items. 

Similarly, Ing et al. (2015) Finding of the study further revealed that 

teacher-made assessments conformed to content validity. Moreover, majority of 

the teachers never consulted the specification table when developing their 

assessment instruments, indicating that the lack of awareness and knowledge on 

the teachers’ part regarding the essence of specification table and how they are 

used. Quansah et al. (2019) explored the test construction skills of SHS teachers 

in the Cape Coast Metropolitan Assembly (CCMA). In total, 15 samples of 

examination papers were taken from each of the three schools. Findings of the 

study indicated that teachers were inadequately skilled in constructing end-of-

terms examination questions. It was obvious as there were problems with the 
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relevancy of the assessment, consistency, and unfairness regarding the 

evaluation of the assessment.  

Koskal (2004), found, among others, the following flaws: the tests failed 

to identify or state the target audience, the domain the test purported to assess, 

duration of the test and grade points that were allocated to each item. The 

duration for each task was not specified on the assessment instrument and 

majority of the instructions were ambiguous and imprecise. Most items were 

engulfed with grammatical and typographical errors. Some items were also not 

based on the learning objectives. Some items failed to serve the purpose for 

which they were intended. For instance, the items assessed speaking skills 

instead of writing skills, as they were instructed to fill the gaps of conversational 

sentences. 

In their study, Hamman-Tukur and Kamis (2000), found that most of the 

examination questions assessed simple learning outcomes of knowledge and 

comprehension categories of the cognitive domain at the expense of learning 

outcomes that call for synthesis and evaluation. These reduce the validity of the 

test results produced by those tests. 

Demographic Characteristics and Teachers’ Knowledge on Validity and 

Reliability 

The results further showed no statistically significant gender difference 

in knowledge in validity and knowledge in reliability. These, generally, imply 

that male and female teachers do not vary in their level of knowledge in validity 

and reliability of assessment. In other words, gender does not necessarily matter 

as far as knowledge on validity and are concerned. The finding of the current 

study is in sharp contrast to a couple of studies (Alkharusi, 2009; Alkharusi, 
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2011; Yan, 2016; Asamoah et al., 2019). Alkharusi (2009), for example, who 

found that assessment knowledge of pre-service teachers tended to vary as a 

function of gender. Alkharusi found that males tended to have on average a 

higher level of knowledge in educational assessment than females. 

Similarly, Yan (2016) found that this woman showed higher levels of 

self-appraisal practices than the man. In another study, Asamoah et al. (2019) 

found a significant difference in the formative assessment knowledge of male 

and female high school teachers and that male high school teachers performed 

better in their formative assessment knowledge than their female peers. 

Alkharusi (2011), in his study, revealed a significant gender difference 

in terms of test construction and administration, and also communication of 

assessment results. Males had higher skills in test construction and 

administration, and also communication of assessment results compared to the 

females. 

With respect to years of teaching, there was a statistically significant 

difference in knowledge on validity, however, no statistically significant 

difference in teachers’ knowledge in reliability on the basis of years of teaching. 

It was evident that teachers who have served for more than 12 years had higher 

knowledge in validity than those who have taught for 1 – 4 years. The finding 

of the current study agrees with Kinyua and Okunya (2014) whose study 

unravelled that the experience of teachers has an effect on validity and reliability 

of the tests. It was found that experienced teachers who may have been given 

some level of practical education or knowledge and apply this knowledge when 

designing test exhibit competence and confidence as against their colleagues 
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who have no such knowledge or skills. Subsequently, a conclusion that teacher-

made tests have higher validity and consistency was made. 

Chapter Summary 

The chapter presented results and discussion of the findings. It was 

found that majority of the respondents’ possessed high knowledge in validity 

and reliability. It was also revealed that the respondents did not engage in 

several practices that enhance validity and reliability of assessment, however, 

they mostly engaged in only seventeen. The results further showed no 

statistically significant gender difference in knowledge in validity and 

knowledge in reliability. With respect to years of teaching, there was a 

statistically significant difference in knowledge in validity, however, no 

statistically significant difference in teachers’ knowledge in reliability on the 

basis of years of teaching. Finally, it was revealed that both knowledge in 

validity and reliability were positive predictors of adherence to practices that 

enhance validity in assessment. 
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CHAPTER FIVE 

SUMMARY, CONCLUSION AND RECOMMENDATION 

 This chapter presents a summary of the entire study as well as the 

conclusions and recommendations. The summary was looked at in terms of the 

overview of the study and the key findings that emerged.  

Summary 

Overview of the study 

The present study focused on investigating knowledge in validity and 

reliability in classroom assessment among SHS teachers in Sekondi-Takoradi 

Metropolitan Assembly. The study was guided by four research questions, 

which are: 

1. What is the level of knowledge of teachers on validity? 

2. What is the level of knowledge of teachers on reliability? 

3. What is the extent to which teachers engage in practices that enhance 

validity and reliability of assessment results? 

4. What are the sources of invalidity in test scores? 

In addition, the study tested the following three hypotheses: 

1. H0: There will be no significant gender difference in teachers’ 

knowledge on (a) validity and (b) reliability of assessment. 

H1: There will be a significant gender difference in teachers’ knowledge 

on (a) validity and (b) reliability of assessment. 
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2. H0: There will be no significant difference in teachers’ knowledge on (a) 

validity and (b) reliability of assessment with respect to years of 

teaching experience. 

H1: There will be a significant difference in teachers’ knowledge on (a) 

validity and (b) reliability of assessment with respect to years of 

teaching experience. 

3. H0: Teachers’ knowledge on (a) validity and (b) reliability of assessment 

will not significantly predict the extent to which they engage in practices 

that enhance validity and reliability of assessment results. 

H1: Teachers’ knowledge on (a) validity and (b) reliability of assessment 

will significantly predict the extent to which they engage in practices 

that enhance validity and reliability of assessment results. 

This study adopted the embedded mixed method design. Essentially, 

981 public SHS teachers who teach in 11 public schools STMA were used as 

the population for the study. Of the 981 teachers, 575 were males and the 

remaining 406 were females. A sample of 278 was used for the study. The 

stratified sampling method was, therefore, employed to enrol respondents for 

the study. The stratification variables were schools and type of school based on 

sex composition. Questionnaire and observation checklist were designed for 

collecting data for the present investigation. Frequencies and percentages were 

used in analysing data collected on Research Questions 1 and 2. Moreover, 

means and standard deviations were used in analysing data collected on 

Research Question 3. Content analysis and frequencies and percentages were 

used in analysing data collected on Research Question 4. Data collected on 
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Hypotheses 1 and 2 were tested using one-way MANOVA. Hypothesis 3 was 

tested using simultaneous multiple linear regression analysis. 

Key of findings 

The following emerged from the study: 

1. Results indicate that majority of the respondents correctly answered 14 

out of the 20 items, with a corresponding percentage above 60%. 

However, 5 of the items were wrongly scored by most of the 

respondents. The majority of the respondents possessed high knowledge 

in validity. 

2. It was further revealed that majority of the respondents (68.6%) had high 

knowledge in reliability of assessment. 

3. It was revealed that the respondents did not engage in several practices 

that enhance validity and reliability of assessment, however, they mostly 

engaged in only seventeen. In sum, it can be said that respondents did 

not follow practices that enhance validity and reliability of assessment 

results. 

4. Findings of the study revealed some issues regarding content 

representativeness and relevance, thinking processes and skills 

represented, reliability and objectivity, fairness to different students, and 

practicality of the test samples evaluated. In addition, the observations 

revealed that the conditions of test administration, namely, room 

conditions, invigilation, and testing conditions were not good and 

appropriate.  

5. The results further showed no statistically significant gender difference 

in knowledge in validity and knowledge in reliability. These, generally, 
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imply that male and female teachers do not vary in their level of 

knowledge in validity and reliability of assessment. 

6. With respect to years of teaching, there was a statistically significant 

difference in knowledge in validity, however, no statistically significant 

difference in teachers’ knowledge in reliability on the basis of years of 

teaching. It was evident that teachers who have served for more than 12 

years had higher knowledge in validity than those who have taught for 

1 – 4 years. 

7. Finally, it was revealed that both knowledge in validity and reliability 

were positive predictors of adherence to practices that enhance validity 

in assessment. 

Conclusion 

 It can be deduced from the results of this study that senior high school 

teachers in Sekondi-Takoradi are knowledgeable on issues of validity and 

reliability of assessment, and this has the tendency in helping them improve 

their adherence to practices that enhance validity and reliability of assessment 

results. It can also be concluded that though the teachers were knowledgeable 

on validity and reliability of assessment, they did not engage in several practices 

that enhance validity and reliability in assessment, and this could partly be due 

to factors such as commitment, attitude, and motivation, among others. It can 

also be concluded that the soundness of the interpretations and uses of the end 

of semester results of the schools in this study for certain purposes are 

questionable. 

Recommendations 

Following the findings and conclusions, the following are recommended: 
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1. The Metropolitan Directorate of Education, STMA, is encouraged to 

continue and intensify their workshops for teachers, particularly in the 

area of assessment. 

2. The Ministry of Education (MoE), Ghana Education Service (GES), and 

headmasters of the senior high schools in STMA are encouraged to 

sensitize teachers on the need to strictly adhere to practices that enhance 

validity and reliability of assessment results. 

3. Senior high school teachers in STMA are entreated to embrace practices 

that have been recommended in the conduct of assessment so as to 

reduce errors and also improve the validity of students’ assessment 

results. 

4. It is recommended that examination boards of the senior high schools in 

STMA engage the services of professionals in assessment so as to 

scrutinise tests developed to assess students, and also guide them in the 

conduct of the examinations so that they can engage in practices that 

would enhance the validity and reliability of their assessment results.  

5. The headmasters and teachers of senior high schools in STMA are 

entreated in the provision and acquisition of materials to aid in the 

conduct of examinations. 

Suggestions for Further Studies 

1. A sequential mixed methods design is recommended for future 

investigations so as to provide possible explanations on the results of 

this study. 
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2. Future studies are encouraged to replicate or incorporate teachers from 

other regions in the country so as to provide a broader perspective on 

teachers’ knowledge in validity and reliability from the national view.  
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APPENDIX A 

QUESTIONNAIRE 

Dear Respondent,  

This questionnaire seeks to gather information about your experiences and 

practices in testing as a teacher. The information you provide in this 

questionnaire is strictly for academic purposes. The information provided will 

be treated as coming from a group, and for that matter, you will not be associated 

with any of the responses. Participation in this study is not compulsory. Any 

information you provide will kept secretly and confidentially. Please provide 

responses as frank as possible. 

Instruction: Please check (√) or write where necessary. 

 

SECTION A – Demographic Information 

1. Gender 

a. Male  [ ] 

b. Female [ ] 

2. Professional background 

a. HND/Diploma with education [ ] 

b. HND/Diploma without education [ ] 

c. Degree with education  [ ] 

d. Degree without education  [ ] 

3. Years of teaching experience 

a. Less than 1 year [ ] 

b. 1 – 4 years  [ ] 

c. 5 – 8 years  [ ] 

d. 9 – 12 years [ ] 

e. Above 12 years  [ ] 
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SECTION B – Validity  

Please read carefully the following statements and indicate to the best of your 

knowledge whether the statements are True or False. 

No. Items  True  False  

1.  When directions provided on tests are unclear, it may 

affect how students respond to the items. 

  

2. Test items should contain big vocabularies that can 

make students think for the meaning of the item. 

  

3. Students should be given a very short time within which 

they will complete a test or assessment. 

  

4. Test items developed to assess students should be very 

difficult, so that the teacher will know the students’ 

ability. 

  

5. Results from a test with unclear instructions can be 

effectively used to make meaningful decisions. 

  

6. All learning objectives can be measured using a one 

type of test. 

  

7. Test items should always be based on the learning 

objectives.  

  

8. A test could contain very few items in order to measure 

the amount of students’ learning. 

  

9. Items on a test could be arranged in a way that the 

difficult ones come first. 

  

10. Items on test should be arranged in a way that the 

correct answers form a systematic pattern for easy 

scoring or marking. 

  

11. A short test has limited uses and interpretations.    

12. Test items should closely examine what has been 

taught. 

  

13. The lighting and ventilation of the testing room can 

have a significant impact on the performance of 

students.  
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14. When students cheat in an examination, their test result 

loses it trustworthiness.  

  

15. It is appropriate to conduct examinations when students 

are emotionally stable.  

  

16. Tests like essays can be scored effectively and 

consistently without necessarily following the marking 

scheme. 

  

17. It is necessary to offer some little assistance to students 

with low ability during examination. 

  

18. In scoring tests, weaker students can be given some 

scores to uplift their scores. 

  

19. It is important to score tests using personal knowledge 

of each student’s past performance. 

  

20. Assessment procedures should be free of gender, ethnic, 

social class, and religious bias and stereotypes. 

  

 

 

SECTION C – Reliability  

Please read carefully the following statements and indicate to the best of your 

knowledge whether the statements are True or False. 

No. Items  True  False  

1.  When assessing students on a particular content, it is 

important to use several forms of assessment. 

  

2. It is essential that more time is given to students to 

complete tasks given to them. 

  

3. Tests developed to assess students should contain more 

items. 

  

4. When scoring tests, more formal procedures should be 

used. 

  

5. Scorers should consistently refer to marking scheme.   
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6. More than one person should mark or score each 

student’s test (eg. essay or project), then the average 

score be used finally. 

  

7. It is important to score all responses to a particular 

question at a sitting without interruption. 

  

8. When assessing students, the assessment task should be 

tailored to each student’s ability. 

  

9. In assessing students, teachers should use equivalent 

forms of tests.  

  

10. When grading students, teachers should primarily focus 

on students’ scores on various assessments. 

  

11. Tests should be administered to students at any time 

even without prior notice. 

  

12. In scoring students’ test, teachers should be very hard 

on students who miss classes and be generous to 

students who are regular in class. 

  

13. Test scores are said to be reliable when they accurately 

reflect the content taught. 

  

14. Adding more items to the test increases the reliability of 

the test results. 

  

15. When test results are reliable, they are also valid.   

16. The scoring of essay should be done script by script, but 

not item by item. 

  

17. Essay tests should be scored when the marker is 

physically and mentally alert. 

  

18. Previously scored items should not be kept out of sight 

when scoring the rest of the items. 

  

19. When making decisions about students’ learning, it is 

important to use a combination of results from different 

assessment methods rather than a single assessment 

result. 

  

20. Teachers should select assessment tasks that 

differentiate best students from the least able students. 
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SECTION D – Practices that Enhance Validity of Assessment Results 

Please read carefully the following statements and indicate how frequently you 

engage in each of the following practices, using the following scale: N – Never; 

O – Often; VO – Very often; A - Always. 

No. Practices  N O VO A 

1.  I provide clear instructions on how to answer test 

items. 

    

2. Test items I develop do not contain big 

vocabularies that can hinder the meaning of the 

item. 

    

3. I give my students a very short time to answer 

tests that I administer to them. 

    

4. I use difficult test items to assess students, so that 

I will know the students’ ability. 

    

5. I write test items in a way that they do not give 

students clues to the answer. 

    

6. I score students’ tests using personal knowledge 

of each student’s past performance. 

    

7. When assessing students, I make sure the 

assessment tasks are tailored to each student’s 

ability. 

    

8. I use any type of test to assess students, 

irrespective of the learning objectives. 

    

9. I develop test items based on the learning 

objectives.  

    

10. The tests I develop to assess students contain 

more items. 
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11. I arrange test items in order of difficulty, with the 

difficult ones first. 

    

12. I arrange options of test items in a way that the 

correct answers form a systematic pattern for easy 

scoring or marking. 

    

13.  When scoring, I score all responses to a particular 

question at a sitting without interruption. 

    

14. The tests I develop closely examine what has been 

taught. 

    

15. I ensure proper room lighting and ventilation 

when students are being assessed.  

    

16. I allow students to help themselves during 

examinations.  

    

17. I conduct examinations when students are 

emotionally stable.  

    

18. I score tests like essays by consistently following 

the marking scheme. 

    

19. I offer some little assistance to students with low 

ability during examinations. 

    

20. When scoring tests, I give weaker students some 

scores to uplift their scores. 

    

21. The assessment procedures I use are free from 

gender, ethnic, social class, and religious bias and 

stereotypes. 

    

22.  I use several forms of assessment when assessing 

students on a particular content. 

    

23. When scoring students’ scripts test (eg. essay or 

project), I use more than one person (marker), 

then the average score be used finally. 

    

24. In assessing students, I use equivalent forms of 

the tests.  

    

25. When grading students, I primarily focus on 

students’ scores on various assessments. 
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26. I administer tests to students at any time, even 

without prior notice. 

    

27. When scoring students’ tests, I am very hard on 

students who miss classes and generous to 

students who are regular in class. 

    

28. When scoring essay, I do it script by script, but 

not item by item. 

    

29. I score essay tests when I am physically and 

mentally alert. 

    

30. I keep previously scored items out of sight when 

scoring the rest of the items. 

    

31. When making decisions about students’ learning, 

I use a combination of results from different 

assessment methods rather than a single 

assessment result. 
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APPENDIX B 

OBSERVATION CHECKLIST 

Name of School:…………………………………………………… 

Subject:…………………………………………………………….. 

 

CONDITIONS JUDGMENT  REMARKS  

A. Room conditions   

1. Arrangement of tables 

and chairs. 

Appropriate [ ] 

Not appropriate [ ]  

 

2. Ventilation. Good [ ] 

Poor [ ] 

 

3. Lighting. Good [ ] 

Poor [ ] 

 

4. Sitting posture of 

examinees. 

Appropriate [ ] 

Not appropriate [ ] 

 

5. Serenity of 

environment. 

Good [ ] 

Poor [ ] 

 

B. Invigilation    

1. Number of invigilators 

per room.  

Adequate [ ] 

Not adequate [ ] 

 

2. Invigilators making 

phone calls, reading, 

chatting, etc.  

Yes [ ] 

No [ ] 

 

3. Invigilators 

interrupting students. 

Yes [ ] 

No [ ] 

 

4. Announcements about 

time. 

Frequently [ ] 

Not frequently [ ] 

Unnecessarily [ ] 

 

5. Invigilators 

intermittently walking 

around the room during 

testing. 

Frequently [ ] 

Not frequently [ ] 

 

6. Invigilators pestering 

students. 

Yes [ ] 

No [ ] 

 

7. Position of invigilators. Appropriate [ ] 

Not appropriate [ ] 

 

C. Testing conditions   

1. Time allowed for the 

tests. 

Appropriate [ ] 

Not appropriate [ ] 

 

2. Start of test. Exactly on scheduled time [ 

] 

Not exactly on scheduled 

time [ ] 
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3. Stopping time. Exact time [ ] 

Not exact time [ ] 

 

4. Availability of 

supplementary answer 

booklets. 

Available and adequate [ ] 

Available but not adequate [ 

] 

Not available [ ] 

 

5. Supplementary 

question papers. 

Available [ ] 

Not available [ ] 

 

6. Emergency medical 

care 

Available [ ] 

Not available [ ] 
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APPENDIX C 

ENGLISH LANGUAGE TEST SAMPLES 
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APPENDIX D 

MATHEMATICS TEST SAMPLES 

 



145 

 



146 

 



147 

 



148 

 



149 

 



150 

 



151 

 



152 

 

 



153 

 



154 

 



155 

 



156 

 



157 

 



158 

 

 



159 

 

APPENDIX E 

INTEGRATED SCIENCE TEST SAMPLES 
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APPENDIX F 

NORMALITY TESTS 
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APPENDIX G 

LINEARITY, HOMOSCEDASTICITY, NORMALITY OF RESISUALS 
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APPENDIX H 

INTRODUCTORY LETTER 
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APPENDIX I 

ETHICAL CLEARANCE 

 


