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Abstract Electronic tongue as an advanced and novel
emerging technology has been successfully utilized for the
rapid identification of cocoa beans according to their geo-
graphical locations. Seven categories of cocoa beans from
Ghana were used in this experiment. Electronic tongue
system was used for data acquisition while three pattern
recognition methods were applied comparatively to build
discrimination model. The performances of the models were
cross-validated to ensure its stability. Experimental results
revealed that Fisher’s discriminant analysis (FDA) is better
than principal component analysis (PCA) for visualizing the
cluster trends. K-nearest neighbor (KNN) model was slight-
ly better than FDA model at an optimal performance of
100 % in the training set and 98.8 % in prediction set.
Overall, support vector machine (SVM) was superior to
both FDA and KNN with 100 % discrimination rate in both
the training and prediction set at five PCs. This finding
proves that electronic tongue technology coupled with
SVM technique can rapidly, accurately, and reliably dis-
criminate cocoa beans for quality assurance management.
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Introduction

Theobroma cacao is among the topmost commercially cul-
tivated cash crops for many countries worldwide. Recently,
cocoa bean is increasingly becoming extraordinarily famous
consumer product because of its numerous health benefits
(Jinap et al. 2005; Lee et al. 2003). Ghana is the second
world leading producer of cocoa beans, and it is popularly
called the “golden tree or pod” because of the pivotal role it
plays in the nation’s economy (Afoakwa et al. 2011). In this
regard, stakeholders in the cocoa industry such as cocoa
farmers, research institutes, and the government are working
tirelessly to keep pace with the current international require-
ments for cocoa trade.

In addition, Ghana’s cocoa beans has globally emerged
amongst the best; it has become a standard by which other
cocoa beans from other countries are judged and continues
to enjoy better premium (Jinap et al. 1995; Othman et al.
2007). Factors such as favorable climatic conditions, well-
defined pre- and postharvest activities coupled with vigi-
lance quality control management at all production chains
have synergistically contributed to the production of high-
quality cocoa beans.

Traceability of cocoa bean quality is an essential activity
for controlling fraud and accidental or deliberate mislabeling
and adulteration for financial gains. Furthermore, the origin of
cocoa bean has become an extremely relevant issue because a
wide range of geographical areas has different chemical and
organoleptic properties. To support this fact, studies have
shown that there are various quality variations among agricul-
tural commodities from different geographical locations
(Rubayiza and Meurens 2005; Othman et al. 2007; Caligiani
et al. 2007; Alonso-Salces et al. 2009; Cambrai et al. 2010;
Pino et al. 1992). However, the conventional analytical
methods used by other researchers (Hernández and Rutledge
1994; Luykx and van Ruth 2008; Anderson and Smith 2002;
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Othman et al. 2012) are expensive, time consuming, cumber-
some, require chemicals, and practically impossible when
working with large samples among others. Therefore, simple
and rapid analytical method for classification, identification,
and detection of fraud regarding geographical origin of cocoa
bean is needed to facilitate quality control management and
enhance socioeconomic benefits.

Electronic tongue technology has emerged and proved to
be a very remarkable scientific tool. It has successfully been
used for qualitative and quantitative discrimination of food
commodities. Chen et al. (2008) used electronic tongue to
identify green tea grade, Chen et al. (2010) used taste sensor
technique to determine caffeine and main catechins contents
in green tea. Other studies on electronic tongue includes:
identification of goat milk adulterated with bovine milk
(Dias et al. 2009), for detection of sugars and acids in
tomatoes (Beullens et al. 2006), for discrimination of honey
according geographical origin and identification of honey
(Escriche et al. 2012; Wei et al. 2009), recognition of six
microbial species (Söderström et al. 2003), for classification
and prediction of rice wine (Wei et al. 2011), and classifi-
cation of red wine (Pigani et al. 2009), etc. Furthermore,
electronic tongue has been primarily used in the food indus-
try for process monitoring, freshness evaluation, authentic
assessment, foodstuffs recognition, and quality analysis
(Escuder-Gilabert and Peris 2010).

Despite the above development, upon a thorough literature
search, no attempt has been made up till now on the use of
electronic tongue technology for the discrimination of cocoa
beans according to geographical origin. Moreover, there were
no discussions on the identification analysis by linear and
nonlinear algorithm methods. The purpose of this study was
to identify cocoa bean samples from different geographical
origins in Ghana. Principal components and Fisher’s discrim-
inant analysis were used to predict cluster trends, while
Fisher’s discriminant analysis (FDA), K-nearest neighbor
(KNN), and support vector machine (SVM) were used com-
paratively to build classification models.

Materials and Methods

Sample Preparation

Cocoa bean samples from seven cocoa growing regions in
Ghana were supplied by Quality Control Limited of Ghana.
Each region had 25 samples and these were accurately labeled
and transported to Jiangsu University, School of Food &
Biological Engineering laboratory for further analysis.
Twenty grams of the cocoa beans were ground separately for
15 s in a multipurpose grinder (QE-100, Zhejiang YiLi Tool
Co., Ltd. China). The metal grinder container was then

allowed to cool after grinding of each sample. This was done
to reduce loss of volatile compounds. The powder of each
sample was sieved with a 500-μm mesh before further
analysis.

Data Acquisition

The experiments were performed with the α-Astree
electronic tongue device (Alpha MOS Company,
Toulouse, France). The sensor array of this device com-
prises of seven potentiometric chemical sensors namely;
ZZ, BA, BB, CA, GA, HA, and JB, and a reference
electrode. Each sensor is composed of silicon transistors
with an organic coating. The sensitivity of the seven
sensors are different from that of the five tastes; sour-
ness, saltiness, sweetness, bitterness, and savory (Wei et
al. 2009). Therefore, the sensors are sensitive to chem-
ical and organoleptic properties in the samples. The
responses produced by the sensors are transmitted
through the transducer into signal data. These signals
are the intensity values derived from the differences
between the sensors and reference electrode (Ag/AgCl).
The complete electronic tongue technology used in this
study is shown in Fig. 1.

In this experiment, 1.0 g of each sample was accurately
weighed and dissolved in 100 ml boiled distilled water. After
that, the mixture was allowed to cool and then filtered with a
filter paper (GB/T8314-2002). Eighty milliliter of the filtrate
(liquid sample) was used for subsequent analysis. The reading
time for each sample was set at 120 s (as seen in Fig. 2) and the
sensors were rinsed in distilled water for 20 s after successive
readings. Five samples were detected at a time. From Fig. 3, it
could be verified that each sensor gave a different intensity
based on the sensitivity of the sensors to the chemical proper-
ties in the cocoa bean samples used. After the measurements,
the response values at last 10 (110–120)s of each sensor were
extracted and further analyzed (Wei et al. 2009). At this time
range, all the sensors were found to be more stable.

Fig. 1 Schematic diagram of the electronic tongue technology
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Software Device and Data Processing

All statistical calculations and pattern recognition methods
were carried out with Microsoft Office Excel 2007 and
Matlab Version 7.14 (Mathworks Inc., USA) in Windows
7 ultimate for data processing.

Pattern Recognition Methods

Supervised and unsupervised pattern recognition methods
were investigated. Principal component analysis (PCA),
FDA, KNN, and SVM were attempted to derive discrimi-
nation models. In each pattern recognition method, the 175
samples used were randomly grouped into two sets; 105
samples as training set and 70 samples as prediction set.

Results and Discussion

PCAVersus FDA

In this study, PCA and FDA were used comparatively
to derive a visual cluster trend. PCA is an unsupervised

pattern recognition method which is used for visualiz-
ing data trends in a dimensional space. It works by
reducing the dimension of the data matrix and
compressing the information into interpretable variables
called principal components (PCs), which are orthogo-
nal (Luna et al. 2013).

In this experiment, all the sensors data of the cocoa
bean samples from the seven cocoa-growing regions
were used for the PCA. PCA is not a classification
tool, its properties provided a classification trends as a
result of the seven cocoa-growing regions. To visualize
the data trends, a score plot was obtained by using the
topmost three principal components (PC1, PC2, and
PC3). Figure 4 shows the outcome of the principal
component analysis. The cluster trends were not very
satisfactory though the PC1, PC2, and PC3 gave a total
accumulative contribution of 92.95 % variance for the
175 samples used in the study. The first principal com-
ponent accounted for the maximum variance while the
second accounted for the maximum residual variance.
As seen in Fig. 4, most of the data points overlapped
resulting to unsatisfactory cluster trends. Hence, super-
vised pattern recognition methods were also attempted.

Fig. 2 Electronic tongue data
acquisition from cocoa bean
samples infusion

Fig. 3 The intensity of the sensors from the cocoa bean sample
infusion

Fig. 4 Classification results by PCA for the seven geographical
locations
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FDA is a well-known supervised pattern recognition
method which derived its name from its inventor Ronald
Fisher. It functions by seeking the best projection sub-
space such that the ratio between class scatter to within
class scatter is maximized (Yang et al. 2009); this brings
about a smaller variance and a clearer discrimination. In
this experiment, the top three Fisher’s discriminant func-
tions were selected and a 3-dimensional plot constructed
with FDA1, FDA2, and FDA3 as seen in Fig. 6. The
seven cocoa-growing regions clustered satisfactorily with
a clear cluster trend. The top three FDA accounted for a
total of 98.81 % (FDA1 60.64 %, FDA2 32.64 %, and
FDA3 5.53 %). All the seven groups of samples were
well discriminated with no overlap. FDA was further
used to model data classification and the outcome was
95.74 % for the training set and 95.65 % for prediction
set.

K-Nearest Neighbor

K-nearest neighbor is a linear discriminant technique that
can be used to categorize an unknown sample in the predic-
tion set according to the majority of its K-neighborhood
members in the training set (Alcázar et al. 2007). KNN
performs considerably well when working with multiclass

simultaneous problem solving. The optimal performance of
KNN model is significantly influenced by parameter K, and
the choice is often determined by cross-validation method
(Xu et al. 2012). This process is extremely important be-
cause it gives an estimate of the robustness of the model and
normally, the best K gives the lowest error rate and the
maximum number of neighbors (Japon-Lujan et al. 2006).
The lower values of parameter K and PCs are preferred.
Therefore in this study, seven K values and six PCs were
selected and tested concurrently. The classification rate by
KNN model was 98.8 and 100 % in the training set and
prediction set, respectively. To check the robustness and
stability of the model on a new set of data, the model was
cross-validated. Figure 6 shows the optimal KNN model by
cross-validation at K=3 and PCs=4 with classification rate
of 99.4 %. This further proves that the model is stable on
future dataset.

Fig. 5 Classification results by FDA for the seven geographical
locations

Table 1 Comparison of the identification results from FDA, KNN,
and SVM models

Models Optimum Discrimination results of models

PCs Training set (%) Prediction set (%)

FDA 7 95.74 95.65

KNN 4 98.86 100

SVM 5 100 100

Fig. 6 Discrimination rate of K-NN model by cross validation under
different PCs and K

Fig. 7 Discrimination rate of SVM model by cross validation under
different PC’s
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Support Vector Machine

Support vector machine technique was also applied in this
experiment since the linear models could not provide a
complete solution to the discrimination problem. SVM is a
nonlinear supervised learning method developed by Vapnik
and co-workers for two-group classification problems
(Cortes and Vapnik 1995). It works by obtaining the optimal
boundary of two groups in a vector space independent on
the probabilistic arrangements of vectors in the training set.
When the linear boundary in the low dimension input space
is not enough to separate the two classes, SVM can create a
hyper plane that allows linear separation in the higher
dimension feature space. The optimal performance of
SVM is dependent on the choice of the kernel function.
There are three kernel functions: polynomial kernel,
Gaussian kernel, or RBF and sigmoid kernel. However,
Gaussian kernel function was chosen because it is com-
paratively simple and quick in its computation (Chen et
al. 2009; Lin et al. 2009). The discrimination rate for
SVM model was 100 % for both training and prediction
set. To ensure the stability of the model, it was cross-
validated as shown in Fig. 7. Cross-validation classifi-
cation rate of the model was also100% when PCs=5.
This revealed that the SVMmodel used for the discrimination
of cocoa bean samples is robust and stable in this experiment.
Therefore, this model will perform considerably well with
new dataset.

General Discussion

As shown in Figs. 4 and 5, FDA gave a well-distinguished
cluster trend; thus, it showed all the seven regional samples
used in this experiment as compared to PCAwhere most of
the data points overlapped. It could be explained that though
PCA and FDA are all linear mathematical tools, PCA func-
tions by reducing the dimensionality while preserving as
much as possible the variance in a high dimensional space,
whereas FDA also performs dimensionality reduction but
preserves as much as possible the class or group discrimi-
natory information. In other words, FDAworks by reducing
within-class distance and enhances between-class distance
resulting to smaller variance and a better discrimination.
Therefore, as seen from Figs. 4 and 5, FDA was compara-
tively better than PCA and this agrees with Yang et al.
(2009). Furthermore, the neat classification could be
explained by the chemical and organoleptic composition of
the cocoa beans used. Cocoa beans exhibit significant dif-
ferences in their own internal and external characteristics
according to different geographical locations. This is be-
cause geographical origins have peculiar factors, which in-
fluences, pre- and postharvest activities. It further leads to
differences in quality compositions of the cocoa beans.

However, the conventional analytical methods are very
cumbersome, expensive, and sometimes less sensitive.
Interestingly, the electronic tongue technology has success-
fully discriminated cocoa beans from seven cocoa growing
regions.

Table 1 compares the identification rates of FDA, KNN,
and SVM. The identification rate (in percent) is an important
factor for testing the performance of the models, and it was
calculated by Eq. (1).

Rt ¼ N1ð Þ= N2ð Þ½ �x100 ð1Þ
Where Rt is the identification rate (in percent), N1 is the

number of samples correctly identified in either the training
set or prediction set, and N2 is the total number of samples
used in either the training set or prediction set. The number
of PCs was optimized while building the model as can be
seen from Figs. 6 and 7. After the cross-validation, KNN
and SVM gave an optimal performance. From Table 1, it
could be seen that SVM was slightly superior to both FDA
and KNN models. This could be explained that SVM as a
nonlinear pattern recognition method is stronger in self-
learning and adjustment than the linear counterparts. This
technology could successfully be used for traceability man-
agement or quality assurance in the cocoa bean trade.
However, it must be stated that further study is required to
verify this claim.

Conclusion

Generally, the electronic tongue technology (electronic
tongue device and multivariate algorithms) has a high
potential for discriminating pure cocoa bean for quality
control examinations. FDA gave a well-defined separa-
tion or cluster of the seven groups in the three-
dimensional space. Among the supervised pattern recog-
nition methods used for building discriminatory model,
the performance of SVM was superior to all. Optimal
SVM model was derived at five principal components
and identification rate of 100 % for both training set and
prediction set.
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