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Abstract—Automated human tracking is a task that has a wide
area of applications and has become more important nowadays.
This research proposes to investigate the use of Bayesian inference
technique specifically particle filter for tracking human in video
surveillance. Kalman filter which has been the de facto technique
for real world tracking performs poorly for most of the problems
because, the real world applications are often non-linear and
non Gaussian. The particle filter on the other hand is a tool
for estimating the posterior probability density of state of a
dynamic model that includes non-linear and non-Gaussian real
world applications. The filter uses random sample to estimate
the possible location of the tracked object in the next immediate
frame even in the presence of occlusion. In order to initialize the
tracking process, humans are first detected using a pretrained
human detection model in video. The detector utilize model
fusing method which is the combination of histogram of oriented
gradient based human detector model and Haar feature based
upper body detector to locate position of moving person in video.
The technique performed excellently well when evaluated on
the publicly available CAVIAR dataset and outperformed the
Kalman filter algorithm.

Index Terms—Particle filter, Object tracking, Human Track-
ing, Probabilistic inference, Surveillance video

I. INTRODUCTION

Moving object detection and tracking are the basic pre-

liminary steps for video analysis and surveillance contents.

According to [1], several video applications requires object of

interest to be detected and tracked in a scene for the purpose

of extracting semantic information prior to activity modeling

and understanding.

Object tracking has been a well studied problem with a

lot of attention in the computer vision and robotics com-

munities for several decades. In spite of many contributions

by researchers, there has not been a major breakthrough

in the real time applications [2]. Addressing this tracking

problem will instantly benefit many applications, such as

human computer interaction, robotics and surveillances, and

will provide relevant information with high degree of confi-

dence for tasks that require higher-level reasoning, such as

activity or event recognition, and behavior analysis. Many

approaches have been proposed, each having advantages in

a particular context and unique problem associated with it

[3]. This paper concentrates on using probabilistic inference

technique to model dynamic systems, and the focus will

be on the usage of particle filter to estimate the positions

of an unknown number of moving persons under complex

circumstances from a frame of surveillance video to the other.

Particle filter is applicable under any general hypothesis and

can cope with presence of dense clutter and also very easy

to implement. Human motion is non-linear and non-Gaussian

making Kalman filter to fail and can ot be applied to track this

king of motion [4]. The estimated states (object position and

other relevant information) will help reduce the search area and

computational time during tracking. Probabilistic inference or

estimation theory is an umbrella theories used to estimate the

state of a dynamic system by combining, usually all available

reliable knowledge of the system including measurements and

theoretical models with a statistical approach. Examples of a

probabilistic inference technique includes but not limited to

Kalman filter [5] and particle filter [6], [7].

Kalman filter has been the favorite technique for state esti-

mation, which yield an optimal solution to the class of linear-

Gaussian problem, however, there has not been an efficient and

universally accepted algorithm for dealing with class of non-

linear and non-Gaussian problems which is mostly common

to many real world tracking applications [8].

Particle filter consists of propagating a weighted set of

particles which approximate the posterior probability density

of the state conditioned on the observations based on the

Monte Carlo integration principles [9]. The tracking process

using particle filter is an inference problem that can be

summarized as given an initial state density p(x0), transition

density p(xt|xt−1), and observation or measurement likeli-

hood p(zt|xt), the goal is to deduce the actual state of the

object at a specify time t, i.e posterior probability density

p(xt|Zt) [10]. The particle filter will be discussed further in

Sec. III-B1.

Sec. II addresses the related research work, Sec. III dis-

cusses the methodology of the research. Experiments and

Results are discussed in Secs. IV and V respectively, and

finally the conclusion of the paper is addressed in Sec. VI
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II. PREVIOUS WORKS

Significant amount of work has already been reported in

the field with each system employing its own unique tracking

technique. Among the proposed techniques are: Background

subtraction, Mean-shift, Optical flow, Feature matching, Parti-

cle filters, Kalman filter, etc. [3]. Each proposed algorithm has

its weakness as well as its strength. Background subtraction

technique and Mean Shift method are commonly used in

the literatures because of their simplicity. However, their

simplicity nature also exposes their vulnerability.

The particle filter, also known as a Recursive Bayesian

estimation predicts the posterior probability of the current state

using the propagation rule of state density, gained attention for

object tracking due to its robustness in tracking visual object.

Isard and Blake [7] modeled tracking as a non-linear system,

then applied sequential Monte Carlo technique to estimate an

optimum state while tracking a single object in video. Our

proposed system is similar to that, it applies probabilistic filters

for tracking person, however differ in the number of objects

being tracked as well as the manner of obtaining measurement

(people detection) value. The proposed technique detects and

tracks people in the scene, and also preserves their unique

identification during tracking.

Gustafson et al. [11], [12] developed the framework for

positioning, navigating and tracking using particle filter in

Airborne hunting and collision avoidance vehicle. Their source

of data was primarily coming from Global Positioning System

(GPS). A variant of particle filter called marginalized particle

filter framework which is the combination of Kalman with

particle filter was employed for state estimation.

Hue et al. [9] proposed a modified particle filter to estimate

the trajectories of multiple-targets from the noisy bearings

measurements. Gibbs sampler was added to the standard

particle filter to cater for multi-estimation targets. Ali and

Dailey [13] proposed algorithm for tracking people in high

density crowd. In their work, human were detected using Viola

Jones’ detection cascade and particle filter for tracking while

color histogram was used for appearance modeling.

Khan et al. assumed moving object often interacts with

each other therefore employ particle filter to track multiple

interacting targets [14]. They developed a joint tracker by

incorporating Markov random field into the particle filter to

deal with complicated interacting targets. Medeiros et al. [15]

show the implementation of a histogram-based particle filter

for object tracking in parallel on smart cameras based on single

instruction multiple data processors. [16] employs particle

filter for target tracking based on wavelet features in real time.

The work by Xu et al. [17] is close to our approach in

that, histogram of oriented gradient (HOG) and particle filter

was combined to track moving person in video. Our work

is different from this work because, they first isolate moving

foreground object using the background subtraction techniques

prior to the extraction of HOG from the detected person. Our

technique combines both the HOG and Haar-feature and does

not need any background subtraction to detect moving person

in the video.

III. METHODOLOGY

A. Detection of moving Person

Prior to the process of tracking, moving object (human)

needs to be detected and key salient points need to be

extracted. These salient points are unique and will make it

easy to monitor the moving objects from one frame to the

other.

In this paper, a robust hybrid technique which combines two

state of the art pretrained models to detect human in the video.

First, Histogram of Oriented Gradient (HOG) [18] features are

used to train a classifier that detect fully visible persons in the

video. Secondly, Haar-like wavelets [19] are used as features

while training a classifier to detect human’s upper body in the

video. The fusion of the two models produce a robust human

detector that can detect even occluded person in the [20], [21].

HOG has been successfully used in the pedestrian detection

in still images. The main idea of HOG is to use gradient

orientation histogram of small grid to describe the image.

HOG features describes the human body shape very well and

it is invariant to small transformation. However HOG assumes

humans are fully visible in the image and this sometimes not

possible due to occlusion. The Haar-like wavelets have been

successfully employed to detect human faces in still image

[19]. They two pretrained models mutually compensate for

each others deficiencies to detect human in video even in the

occluded scene.

When human is located in the video, the intrinsic properties

such as the position or location on the video frame where the

human is found and the rectangular enclosed box(es) which

is/are made of width and the height of the person are extracted.

Having detected the moving objects in the scene, we need a

technique to associate each image in the current frame to the

previously detected object in the immediate past frame of the

video. Maintaining list of the tracked objects is very crucial

in this application. Some members of the tracked list may be

matched and some will not have assignment and in the similar

case, the newly detected measurements may be unassigned to

any of the tracked object(s). The assigned tracks are updated

using the corresponding detections. The unassigned tracks

are marked as ’Missing’. Finally, an unassigned detection

measurement triggers the activation of a new tracking that

requires monitoring. There is an attribute in each tracked

object that keeps record of number of consecutive frames it

has stayed unassigned, this is necessary in order to determine

when the object under investigation has left the scenes and

hence needs to be deleted from list of active objects. The

unassigned objects are deleted from the tracked list after some

number of consecutive missing count.

B. Tracking System Modeling

Designing an efficient tracking models is an art that requires

domain knowledge of the application in question. The tracking

system is modeled as a state space model. Human is assumed

to be walking with constant velocity so the human’s current

84

2015 International Symposium on Mathematical Sciences and Computing Research (iSMSC)

Authorized licensed use limited to: University of Cape Coast. Downloaded on December 02,2020 at 14:46:23 UTC from IEEE Xplore.  Restrictions apply. 



state vector needs to be predicted from the previous state

(location). Salient properties (Bounding boxes) are extracted

from each video frame and association of detection result to

the tracked human in two consecutive frames are done using

Hungarian technique [22] of assignment problem. Finally, the

associated data serves as measurement input to the particle

filter for state estimation.

Once the people are located on the frame, and the rectangu-

lar bounding box enclosing each detected person is extracted.

Each bounding box has some intrinsic properties associated

with it. Example of such properties are: spatial position x, y
in the 2− dimensional Cartesian coordinates and the size of

bounding box in terms of height, h and width, w of the box.

Thus intrinsic properties associated with every single person

detected in a given frame, t is represented as:

stj = (xt
j , y

t
j , w

t
j , h

t
j) (1)

There are several other possibilities to define these salient

properties, however, this representation was found to be good

enough to represent each person during tracking process.

The subsequent goal is to design a tracking algorithm to

hypothesize that human’s position in two consecutive frames

belong to the same person. To achieve this, a prediction of the

future location from the current is used. Hence, particle filter

is used to predict people’s position in the current frame, given

their previous location in the preceding frame.

1) Particle Filter: Particle filter (a.k.a bootstrap filter

[6], condensation algorithm [7] ) consists of propagating a

weighted set of particles which approximate the probability

density of the state conditioned on the observations based on

the Monte Carlo integration principles [9]. Particle filter is

applicable under any general hypothesis and can cope with

presence of dense clutter and also very easy to implement.

Clutter is generally considered as a model describing false

positive with statistical properties different from those of the

moving object. The main idea is to represent the posterior

probability density function (pdf) as a set of random particles

instead of using function over the state space. The dynamic

process represented by the state equation is given as

xk = fk−1(xk−1, wk) (2)

This can be written in the equivalent probability form as

xk ∼ p(xk|xk−1). where, xk ∈ �n is the stochastic process’,

state vector, fk ∈ Rn is the system transition function, wk,

is a white noise, zero mean with known pdf not necessarily

Gaussian, k is the time sequence. p(.|.) is the conditional

probability of the state which obeys Markovian properties. The

measurement is related to the state vector through the equation

given as

zk = hk(xk, vk) (3)

This is written in probability form as zk ∼ p(zk|xk) where

zk ∈ �m is the sequentially arriving observed and measured

bounding box’s value. hk is the measurement function, vk is

white, zero mean noise with known pdf but not necessarily

Gaussian. Given a known initial pdf p(x0) and all the mea-

surement so far including time k. The goal is to recursively

estimate the posterior pdf p(xk|zk). The prior pdf of the state

at any time interval k is given as

p(xk|zk−1) =

∫
p(xk|xk−1)p(xk−1|zk−1)dxk−1 (4)

but the probability model for p(xk|xk−1) is defined in term

of state dynamic equation and the error statistics of wk−1

p(xk|xk−1) =

∫
p(xk|xk−1, wk−1)p(wk−1|xk−1)dwk−1

(5)

Also by assumption of independency, p(wk−1|xk−1) =
p(wk−1). Therefore, after substitution this known probabilities

in equation 5 , we have

p(xk|xk−1) =

∫
δ(xk − fk−1(xk−1, wk−1))× p(wk−1)dwk−1

(6)

δ(.) is called Dirac delta function due to the fact that xk−1 and

wk−1 is determinable and known. At any time, measurement

zk becomes available, the prior can be update to get the

posterior probability according to the Bayes rule

p(xk|Zk) =
p(zk|xk)p(xk|Zk−1)∫
p(zk|xk)p(xk|Zk−1)dxk

(7)

The denominator integral is just for normalization so that the

posterior will be less than or equal to 1 and Zk = {zi}ki=1.

Therefore p(zk|xk) is defined in terms of the measurement

model and vk which is a known statistics.

p(zk|xk) =

∫
δ(zk − hk(xk, vk))p(vk)dvk (8)

If the Gaussian and linearity assumptions do not hold,

then evaluating the integration becomes intractable [10],

hence sampling techniques such as particle filter can be very

advantageous to solve this kind of problems.

2) PF Algorithm:
1) Generate N random samples from the initial distribution

p(x0);
{
xi
0

}N

i=1
2) Calculate the weights wi

k = p(zk|xi
k)

3) Normalize the weights such that sum of all weights equal

unity; ŵi
k =

wi
k∑N

j=1
wj

k

4) Output the desired statistics of the particles such as

MMSE, RMSE, etc.

5) Resample N new set of particles with replacement by

generating
{
xi
k

}N

i=1
such that

Pr(xi
k = xj

k) = ŵj
k

6) Predict new particles by using the state dynamic equa-

tion

xi
k+1 = f(xi

k, wk), i = 1, ..., N

7) Increment the frame number, k, then go to step number

2.
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IV. EXPERIMENTS

Experimental results is presented in this section. The perfor-

mance of the particle filter outlined in Sec III-B1 is evaluated

on CAVIAR (Context Aware Vision using Image-based Active

Recognition) dataset [23], one of the popular dataset in people

tracking and crowd modeling domain. The CAVIAR project

was funded by EC’s Information Society Technology pro-

gramme to capture indoor video surveillance under different

lighting conditions with variable degree of occlusions and

scaling with the goal of analyzing the video stream to detect

unusual events in the video sequence. The activities captured

in the dataset includes shop entering and exiting, walking,

meeting, fighting, window shopping, etc.

Particle filter with sequential importance resampling is

adopted for the people tracking. The tracking process starts

when an object is detected and has been confirmed for some

number of conservatives frames of the video. The particle

filter algorithm is as indicated in the Sec. III-B1. The number

of sample used for the experiment is 500. The experiment

was run 5 times on the ThreePastShop2cor and the root mean

square of the state estimation is calculated for each trial of the

experiment.

Fig. 1 shows the people tracking result on the ThreePast-
Shop2cor dataset obtained from CAVIAR [ [23]].

V. RESULT AND DISCUSSION

Fig 2 shows the path or trajectory of the tracked person

in the scenes. The measurement (the detected position of the

person) is shown in on the graph as the circle while the solid

line is the estimate of the position of the person using the

particle filter algorithm. The trajectory as can be seen from the

graph shows non-linearity nature of the data obtained from the

detection. The particle filter estimated the position of tracked

person with high accuracy which can be deduce from its to

lower estimation error. The experiment was conducted several

times using the same video dataset and for each experiment,

the Root Mean Square Error (RMSE) is calculated which is

shown in the Table I.

Fig. 2: Plot of measurements and filter estimates trajectory of

the tracked person based on the pixel location on the image

frame

TABLE I: The Root Mean Square Error (RMSE) for each

dataset of using Particle filter (PF) algorithm and Kalman filter

(KF)

Experimental dataset PF RMSE KF RMSE
EnterExitCrossingPaths1cor 0.265 1.568
EnterExitCrossingPaths2cor 0.263 2.125

ThreePastShop2cor 2.5220 14.5639
TwoEnterShop2cor 2.1929 16.3470

Average 1.2516 8.6501

Fig. 3 is the graph showing the pixel location of the

tracked person in the video image frame of ThreePastShop2cor
(CAVIAR) dataset. The tracked person denoted as Person1
moves along a path in a particular direction. Another person

denoted as Person2, starts moving in the opposite direction at

the time when Person1 disappear from the scenes.

Fig. 3: Position of the tracked person in the X-direction in unit

of pixel. This is to show the location of the moving person in

one of the vector components with respect to time.

Both Figs. 4 and 5, show the state estimation errors for

each time sequence in the X-axis and Y-axis respectively.

The errors which is randomly distributed about the horizontal

axis supports the validity and correctness of the particle filter

model.

Fig. 4: Position estimation error plots in the X Coordinate axis.

This shows that the errors are randomly distributed around the

zero error. This is to validate the normalcy of the data in the

x-direction.
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(a) Original Frames (b) Particle Filtered Frames (c) Kalman Filtered Frames

Fig. 1: The figures show people tracking at work on some selected frames. (a) The first column shows the original frames (b)

The second column shows Particle filtered frames (c) The Kalman filtered frames. Analysis of the bounding boxes placement

during tracking shows the Particle filtered tracking is better.

VI. CONCLUSION

The use of Bayesian inference technique for object tracking

is investigated. Due to the lower performance of the Kalman

filter on most real world tracking applications which often

violates linear - Gaussian assumptions, a generic and robust

method of estimating the state of a dynamic system is applied

to tracking human in both indoor and outdoor surveillance

video. The proposed technique uses a combination of two

pretrained human detection models to locate the position

of human in the video. Then particle filter is use to track

human from one frame to the other. The adopted particle filter

addresses the sample impoverishment which is a common

problem to most particle filter and did not assume linear-

Gaussian assumption in which the Kalman filter relies on. The
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Fig. 5: Pixel position estimation error plots in the Y Coordinate

axis. This graph is to show the normalcy of the data used for

the tracking.

evaluation of the algorithm on the CAVIAR dataset shows a

good result that yield lower RMSE of 1.252 on the average

when compared with Kalman filter algorithm’s RMSE of

8.6501.
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