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ABSTRACT
There is no advanced economy that has achieved a remarkable economic

development without the establishment and the development of capital markets.
Well-functioning stock markets are expected to influence growth through increased
capital accumulation and by influencing the efficiency of capital allocation. Singh
(1999) argues that capital market might face serious challenges in emerging
economies due to the huge costs and the poor financial structures. These problems
are magnified in emerging economies with their weaker regulatory institutions and
greater macroeconomic volatility. The objectives of this thesis are to examine the
relationship between education and stock market development; institutional quality
and stock market performance; and some selected macro-economic (Consumer
Price Index and Money Supply) and stock market development. A panel data of 41
emerging economies for the period 1996 to 2011 is used to estimate the results. The
techniques employed on these models are the Dynamic Ordinary Lease Squares and
Newey-West to account for different characteristics of emerging economies. The
main findings are that education interacts with GDP to influence stock market
development; institutional quality interacts with GDP to affect stock market
development, then finally selected macroeconomic variables such as Money Supply
and Consumer Price Index, all of which interact with GDP to influence stock
market development. Recommendations for emerging economies are; the education
ministers should reduce illiteracy rate by increasing secondary school enrolment;
Security and Exchange Commission to establish transparent regulatory framework
that will resolve industrial disputes and create liquid securities market; finally,
finance ministers have to broaden investor base to include more foreigners and then
stabilizing the macroeconomic indicators.
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CHAPTER ONE: INTRODUCTION
Background

The stock market plays a vital role in the modern economy since it acts as
a mediator between lenders and borrowers. Financial markets, and especially
stock markets, have contributed considerably to the development of emerging
economies over the last two decades. This trend is recorded at the same time
that these economies are characterized with growth in the literacy rate of the
citizenry, growth in Gross Domestic Product (GDP), improvement in
institutional quality, relatively stable macroeconomic variables, privatization of
state-owned enterprises, and domestic financial reform and capital account
liberalization. All these have aided in their growth.

Another point is that globalization has also advanced in the last two
decades with increased cross-border capital flows, tighter links among financial
markets, and greater commercial presence of foreign financial firms around the
world. These global trends are likely to accelerate as access to information,
literacy levels and institutional quality improves. As a means to ensure efficient
resource mobilization and allocation these trends are however raising questions
with regards to the emphasis that countries need to place on developing capital
markets.

The market capitalization of emerging stock markets rose from $604
billion to $3,074 billion for the period 1990 to 1999. The trend continued in the
2000 with countries like Malaysia, Jordan, Jamaica, Chile, Saudi Arabia,
Thailand, and Philippines accounting for the rise in stock market capitalization.

This trend is supported by the figure below. It could be deduced that after 2000



most markets saw an increase in Stock Market Capitalization (SMC) as shown

by markets sampled in this thesis.

Stock market capitaliization
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Figure 1 Stock Market Capitalization Trend by Market (1990 — 2011)

Interestingly, countries cited as having high stock market capitalization
over the period under study recorded low average GDP. The trend shows an
inverse relationship between GDP and stock market capitalization which does
not conform to literature reviewed in this thesis and hence raises questions
which are worth researching.

Theories identify the two major factors of development, that is, human
capital and technology. According to the Director-General of UNESCO, Irina
Bokova, to achieve sustainable development, technology, political regulations
and financial incentives will not suffice — we need to change the way that we
think and act, as individuals and as societies. This can be realized through
educational reforms or increased access to education. There are basically two
reasons for expecting to find some link between education and the performance
of the stock market. The general reason is that it is intuitively plausible that
living standards have risen so much over the last millennium because of

2



education. Progress of the sort enjoyed in Europe was not observed in the
illiterate societies that have gradually merged into the world economy over the
last two hundred years. To the most casual observer it must seem that there is a
link between scientific advance and the way in which education has facilitated
the development of knowledge. Education is needed for people to benefit from
scientific advance as well as to contribute to it. A well functioned economic
system with high literacy rate will perform better relation to growth in GDP. A
more specific reason is that, a wide range of econometric studies indicates that
the incomes individuals can command depend on their level of education. If
people with education earn more than those without, shouldn’t the same be true
of countries? If not the rate of change of output per hour worked, at least the
level of output per hour worked in a country ought to depend on the educational
attainment of the population. If spending on education delivers returns of some
sort, in much the same way as spending on fixed capital, then it is appropriate
to talk of investing in human capital, as the counterpart to investing in fixed
capital. Benhabib and Spiegel (1994) and Klenow and Rodriguez Clare (2006)
confirmed in their articles that highly educated professionals and workers are
functional to the creation and adoption of highly productive technologies that
are, in turn, a fundamental engine of growth. With education, emerging markets
could tap into potentially large amounts of financial wealth which exist outside
of the financial systems and improve on the liquidity of capital markets.
Theories of firm behavior, no matter how they differ in other respects,
almost invariably ignore the effect of the productive process itself on worker
productivity. This is not to say that no one recognizes that education affects

stock market performance; but the recognition has not been formalized,



incorporated into economic analysis, and its implications worked out. This is a
gap this thesis seeks to fill.

Human capital is one of production elements which can generate added-
values. The method to utilize human capital can be categorized into two types.
The first is to utilize ‘human as labor force’ in the classical economic
perspective. This meaning depicts that economic added-value is generated by
the input of labor force as other production factors such as financial capital,
land, machinery, and labor hours. Until the monumental stock market
performance of the 1980’s, most economists had highlighted the importance of
such quantitative labor force.

Improving financial literacy, in other words the educational levels of the
citizenry, contributes positively to the financial markets and the economy. From
the work of Volpe, Ronald; Kotel, Joseph; Chen, Haiyang, (2002) and OECD
(2005), financially educated investors help financial markets to operate
efficiently, as they take better trading decisions based on fundamental and or
technical analysis instead of acting irrationally. In addition, those people are in
better position to protect themselves from financial frauds.

Furthermore, financially educated customers demand more customized
products which increase competition between businesses, encourage
innovations, and improve products quality. Moreover, the increase in
households saving associated with high financial literacy, has positive impact
on investment level and financial markets liquidity, hence stock market
development. For emerging economies, financially educated consumers can
help ensure that the financial sector makes an effective contribution to stock

market performance and poverty reduction.



The average trend of SHS enrolment for markets sampled over the
research period has been on the increase as shown in the figure below. It is
expected that this increase SHS enrolment should result in increase in stock
market capitalization. As knowledge or literacy of the citizenry in an economy
increases, income also increases thereby making money available for
investment and hence improvement in the performance of the stock markets of
emerging markets. The increasing trend in SHS enrolment over the years could

explain the improvement of stock markets in emerging economies.
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Figure 2 Average Trend of SHS Enrolment

Emerging economies continue to grow faster than more advanced
countries. Non-OECD economies’ share in world GDP surpassed that of OECD
economies in 2010. Since its first edition in 2010, the annual perspectives on
global development have investigated the trends in “shifting wealth”, the
increasing economic weight of emerging economies in the world economy. This
has received a boost through the rise of China, which has also led to positive
spillover effects on emerging economies that supply China’s demand for
resource-based products and intermediates. However, even at their higher rates
of growth since 2000, the per capita incomes in emerging economies — including
many middle-income economies — will not reach the levels of developed
countries by 2050. Brazil, Russia, India, Indonesia, China, and South Aftica
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average growth rate fell from 6.3 percent to 5.3 percent. Going forward, their
average GDP is projected to grow by 4.7 percent a year until 2020. China will
continue to have the fastest growth among these countries. With the increasing
GDP of these emerging markets, our study expects stock market capitalization
in these economies also to increase.

Boosting stock market performance in emerging economies could stem
this trend, and this notion is the focus of this thesis. Over the past decade,
productivity growth in a number of middle-income economies was insufficient
to close the gap in productivity between emerging economies and advanced
countries. In Brazil, Mexico, and Turkey, the gap even widened. In contrast,
China’s record is impressive, with labour productivity in manufacturing and
services rising by 10 per cent, year on year. At the same time, this growth needs
to be inclusive so that a real convergence in living standards can take place.

Figure 2 below shows that institutional quality over years has being
improving for the markets sampled. Before 2002, almost all the 41 countries
sampled for this thesis were classified as having weak institutional quality. For
the period between 2002 and 2005, some countries were still having weak
institutional quality in regulatory quality, rule of law, and the control of
corruption, whiles voice and accountability, political stability, and good
governance had improved for most countries. For the period after 2005, almost

all the 41 countries sampled could be described as having on the average strong

institutional quality.
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A well-functioning stock market plays a vital role in the modern
economy since it acts as a mediator between lenders and borrowers. It does this
through two important channels: boosting savings and allowing for a more
efficient allocation of resources. Economic theory suggests that stock prices
should reflect expectations about future corporate performance, and corporate
profits generally reflect the level of economic activities. If stock prices
accurately reflect the underlying fundamentals, then the stock prices should be
employed as leading indicators of future economic activities, and not the other
way around. Therefore, the causal relations and dynamic interactions among
macroeconomic variables and stock prices are important in the formulation of
the nation’s macroeconomic policy. Macroeconomic variables such as Money
Supply have effects on stock prices. The efficient market hypothesis suggests
that competition among the profit-maximizing investors in an efficient market
will ensure that all the relevant information currently known about changes in
macroeconomic variables are fully reflected in current stock prices, so that
investors will not be able to earn abnormal profits through prediction of the

future stock market movements (Chong and Koh (2003)).



According to intuitive financial theory, various macroeconomic
variables affect stock market behavior (Maysami and Koh 2000). The existing
literature provides a number of theories illustrating the link between stock
market behavior and macroeconomic variables. The effect of macroeconomic
variables on the stock market behaviour is a well-established theory in financial
economics literature. However, more studies are focused on the developed
countries such as the US, UK and Japan [see e.g. Fama (1981) and Chen (1991)
for the US; Hamao (1988) for Japan; and Poon and Taylor (1992) for the UK]
than our study present the case of emerging economies as provided by our study.

The work of Garcia and Liu (1999) established that macroeconomic
volatility does not affect stock market performance, while Maku and Atanda
(2010) revealed that the stock market performance in Nigeria is mainly affected
by macro-economic forces in the long-run. Ting, H. L., Feng, S. C., Weng, T.
W., and Lee, W. K., (2012) established that Kuala Lumpur Composite Index is
consistently influenced by interest rate, Money Supply and Consumer Price
Index in the short run and long-run in Malaysia. Mehwish (2013) recognized a
negative relationship between real interest rate and stock market performance
in Pakistan. Consumer Price Index and Interest Rate have significant impact on
the stock market performance in Bangladesh, according to the findings of Jahur
et al. (2014).

A regression analysis conducted by Aduda, Masila, and Onsongo (2012)
reported that there is no relationship between stock market development and
Macro-economic stability - inflation and private capital flows. Also, Songole
(2012) established that market interest rate, Consumer Price Index and

exchange rate have a negative relationship with stock return. Ochieng and



Adhiambo (2012) established that 91 — day T-bill rate has a negative
relationship with the NASI, while inflation has a weak positive relationship with
the NASI. Kimani and Mutuku (2013) showed that there is a negative

relationship between inflation and stock market performance.

Statement of the Problem
There is no advanced economy that has achieved a remarkable economic

development without the establishment and the development of capital markets.

Thus, an emerging economy, which aspires to emulate the achievements of
advanced economies must establish and develop its capital markets. Financial

development’s association with economic growth remained an important area
of discussion since last many decades. Levine (2001) states that a well-
functioning stock markets are expected to influence growth through increased
capital accumulation and by influencing the efficiency of capital allocation. In
a market economy, the role of the capital market is very important. Goldsmith
(1969) states that financial superstructure of an economy accelerates economic
growth and improves economic performance to the extent that it facilitates the
migration of funds to the place in the economic system where the funds will
yield the highest social return. As far back in the 60s capital markets were shown
to offer tremendous potential to economic growth by tapping not only into
domestic financial resources, but also into international financial markets. They
provide liquidity to investors and make funds available for the undertaking of
long-term projects also influence significantly the quality of investment
decisions. Economic growth, driven by market forces, has become the main
economic pursuit of modern states and emerging markets. It is regarded as one

of the ultimate economic measure of countries competitiveness and economic
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performance. Capital markets are viewed as the sine qua non for economic
development. The usefulness of capital markets is pretty much established.
Literature reviewed show that remarkable economic development chalked
advance economies has been as result of the development of capital market.
Hence, an emerging economy, which seeks to emulate the achievements of
advance economies must establish and develop its capital markets. During the
last two decades, many emerging markets have opened their domestic stock
markets to foreign investors, but equity markets in some countries remain
largely closed to foreign participation. Permitting foreigners is one way of
obtaining access to international equity capital.

There has been a considerable development in the stock market since the
early 1990s. Prior to 1989, there were just few stock markets in the economies
sampled for this thesis. The strengthening in emerging market growth since the
late 1990s is very pronounced, as exactly expected. Not only have the growth
rates of the developed world fallen relative to the emerging economies since the
late 1990s, but they have actually fallen in absolute terms as well. It is believed
that a large part of the decline in western growth has been due to the collapse of
the financial sector in 2008. This means that investment capital is being taken
out of developed economies and injected into emerging market economies.

The growing sophistication of financial markets means consumers are
not just choosing between interest rates on two different bank loans or savings
plans, but are rather being offered a variety of complex financial instruments
for borrowing and saving, with a large range of options. At the same time, the

responsibility and risk for financial decisions that will have a major impact on
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an individual’s future life, notably pensions, are being shifted increasingly to

workers and away from government and employers.

The level of financial literacy is very high for emerging economies
relative to developed economies. Individuals will not be able to choose the right
savings or investments for themselves, and may be at risk of fraud, if they are
not financially literate. But if individuals do become financially educated, they
will be more likely to save and to challenge financial service providers to
develop products that truly respond to their needs, and that should have positive
effects on both investment levels and economic growth. Individuals are
increasingly being asked to take on sole responsibility for complex savings tasks
which were previously at least shared with governments or employers. But how
can individual workers or parents be expected to weigh the risks and make
responsible choices in an ever more sophisticated financial market?

Financial education can complement, but can never replace, other
aspects of successful financial policy such as consumer protection and the
regulation of financial institutions. There has being no research in an attempt to
explain the current performance of stock markets in emerging economies in
relation to institutional quality, education and macroeconomic variables that
have seen remarkable improvement for emerging economies over the sampling
period of this thesis 1996 to 2011. The study argues that weak institutional
quality exacerbates fiscal and macroeconomic instability and ceteris paribus

negatively impacts upon stock market development.

11



This thesis seeks to fill the gap of severe data limitations on the link
between education and stock market performance. As Goh (1979) states, a
nation’s wealth in the 21st century will depend on the capacity of its people to
learn. The study also contributes to the debate on the effect of institutional
quality and also macroeconomic variables on stock market capitalization of
emerging economies which the study believes has received very little attention
from researchers. In contrast to our study, many researchers like Harvey, Solnik
and Zhou (2002) and Fama and French (1989) have based their analysis on
business cycle variables or stock market valuation measures such as the term
spread or default spread for the former category or dividend yield or earnings
yield for the latter. Barro and Xavier Sala-i-Martin (1995), Sala-i-Martin (1997)
and others concluded that the relationship between schooling and growth is too
weak to plausibly explain more than one-third of the observed relation between
schooling and growth. Another important consideration, however, is that part of
the relation between schooling and growth may reflect omitted factors that are
related both to schooling rates. Identifying the nature and importance of any
such factors is a subject for further study.

Another motivation is that the role of capital markets in stimulating
economic progress is less debatable as there are well established theoretical
frameworks for aprori expectations to be in the affirmative. However, there are
considerable debates about the findings and empirical evidence across countries
and the arguments are quite inconclusive and with mixed results. For instance
Kraay, (1998) and Rodrick, (1998) found that capital market does not affect
growth, while Levine (2001), Bekaert et al. (2003) and others stood their ground

that the effect is positive.
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ii.

iil.

Singh (1999) has argued that the capital market might face serious

challenges in emerging economies and may not perform efficiently and that it
may not be feasible for such economies to promote capital markets given the
huge costs and the poor financial structures. These problems are magnified in
emerging economies with their weaker regulatory institutions and greater
macroeconomic volatility. It is for this reasons this thesis is looking into the

determinants of stock market development in emerging economies.

Objectives

The main objective of this thesis is to establish the determinants of stock
market development in emerging economies. Other supporting objectives
are;
To examine the relationship between the Education which is proxy by SHS
yearly enrolment levels and GDP which measures economic growth on
stock market development of emerging economies,
To determine the effect of institutional quality such as control corruption,
voice and accountability, rule of law, government effectiveness, political
stability and regulatory quality on stock market development of emerging
countries. This is because strengthening of institutional quality broadens
appeal and confidence in stock market investment (Perotti and Van Oijen,
2001).
To examine the effect of the selected macro-economic (Consumer Price

Index and Money Supply) and GDP on stock market development in

emerging economies.
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Hypotheses

In view of the above objectives and the gap in literature concerning stock

market performance, education and institutional variables, this thesis tests the

following hypotheses below at 0.05 significance level;

ii.

iii.

Ho: There is no relationship between Education and stock market
performance of emerging economies.

H,: There is a positive relationship between Education and stock market
performance of emerging economies.

Ho: There is no relationship between Strong Institutional factors such as
control of corruption, voice and accountability, rule of law, government
effectiveness, political stability and regulatory quality and stock market
performance of emerging economies.

Hi: There is relationship between Strong Institutional factors such as
control of corruption (+), voice and accountability (+), rule of law (+),
government effectiveness (+), political stability (+) and regulatory
quality (+) and stock market performance of emerging economies.

Ho: There is no significant relationship between the designed
macroeconomic variables and stock market performance of emerging
countries. This hypothesis tests the relationship between Consumer
Price Index and Money Supply.

H;: There is significant relationship between the designed
macroeconomic variables and stock market performance of emerging
countries. This hypothesis tests the relationship between Consumer

Price Index (-) and Money Supply (+).

14



Significance of the Study

Stock market performance in a modern economy hinges on an efficient
financial sector that pools domestic savings and mobilizes foreign capital for
productive investments. Absent of an effective set of financial institutions,
productive projects will remain unexploited. Inefficient financial institutions
will have the effect of taxing productive investment and thus reducing the scope
for increasing the stock of equipment needed to compete globally. The effect is
to substantially cut growth from what would have been possible given
appropriate policies and market structures.

The study findings will be of great benefit in the formulation and
implementation of policies related to share pricing as well as regulating of stock
exchange trading. The government will also be informed on how to make
policies, rules and regulations regarding trading rules that will help protect
investors so as to encourage investments and spur stock market performance for
emerging economies.

The findings will also assist firms and individuals in understanding the
factors that affect share prices and they will be better informed on how to gauge
their investment options while banks and other financial institutions will be able
to offer better financial advice and products to investors who seek funding to
finance share purchases. In addition, scholars and researchers will find this
study useful if they wish to use the findings as a basis for current and further

research on the subject.
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Contribution

The contributions of this thesis are based on three perspectives;
operational, policy formulation, and then interventional guidance. Possible
beneficiaries are Securities Exchange Commission and other stakeholders like
the Ministers of finance and fund managers. The following are the operational
recommendations; the thesis redefines the equation of education into the stock
market development model. Also introducing a composite index of elements of
institutional quality into stock market development model. In the area of policy
formulation, the following are novelty worth noting by policymakers; adoption
of standards and transparent regulatory framework to resolve industrial
disputes, reducing illiteracy rate by increasing school enrolment, and then
broadening investor base to include more of foreigners and incentivizing and
encouraging the middle class to invest. Finally, it contributes to literature in the
following interventional guidance; institutional quality (+), education (+),
money supply (+) and consumer price index (-), each interacting with GDP as

important drivers for stock market development.

Organization of the Study

The rest of this thesis is organized as follows. Chapter two is a snapshort
of emerging economies in relation to macroeconomic variables, institutional
quality elements, and stock market development. Theoretical and empirical
literatures on stock market development are discussed in chapter three. Chapter
four discusses theoretical as well as the empirical models for this thesis. Chapter
5 to 7 discusses the relationship between education, institutional quality and
macroeconomic variables respectively. The final chapter covers conclusions,

summary of findings and recommendations.
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Limitation of Study

This thesis is a well thought out thorough work. Effort is taken to
reduce if not eliminate any limitations but there are still some
shortcomings.

First of all, the research covered the emerging economies.
However, but the selection of these economies was based on the
availability of existent data hence might not represent the case of
emerging economies. It is unavoidable that in this study, certain degree
of subjectivity can be found.

Second, the study is based on proxy literacy with senior high
school enrolment rate. Even though it is the most preferred proxy for
literacy it does not take into consideration informal education which is
also relevant for this thesis. The enrolment rate was also not computed by
the researcher hence it cannot vouch for reliability and accuracy. The
same holds for data on institutional quality. The study compared the data
with other data collected within the same time period of the study. The
same applies to data on institutional quality.

Time is the third limitation. Since this is an academic exercise
which has to be finished within a specified time it was difficult to search
for gaps in my data. To resolve the problem of data gaps our study
extrapolated. These extrapolations may not be the true values hence it can

affect the reliability of the result.

17



CHAPTER TWO: STOCK MARKET OF EMERGING COUNTRIES

Introduction

This chapter covers historical information about African stock Market
development and also emerging stock markets at large. Description of emerging
economies in relation to macroeconomic variables and institutional quality

elements are also discussed.

African Capital Markets

There has been a considerable development in the African capital
markets since the early 1990s. Prior to 1989, there were just five stock markets
in sub-Saharan Africa and three in North Africa. Today there are 19 stock
exchanges ranging from starts ups like Uganda and Mozambique stock
exchanges to the Nigeria and Johannesburg stock exchanges. With the
exception of South Africa, most African stock markets doubled their market
capitalization between 1992 and 2002. Total market capitalization for African
markets increased from US$113,423 million to US$ 244,672 million between
1992 and 2002. The rapid development of stock markets in Africa does not
mean that even the most advanced African stock markets are mature. In most of
these stock markets, trading occurs in only a few stocks which account for a
considerable part of the total market capitalization. Beyond these actively traded
shares, there are serious informational and disclosure deficiencies for other
stocks. Further, supervision by regulatory authorities is often far from adequate.
The less developed of the stock markets suffer from a far wider range of such

deficits.
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Indicators of stock market development show that African markets are

small with few listed companies and low market capitalization. Egypt, Nigeria,
South Africa and Zimbabwe are the exceptions with listed companies of 792,
207, 403 and 79 respectively. The average number of listed companies on sub-
Saharan African markets excluding South Africa is 39 compared with 113, with
the inclusion of Egypt and South Africa. Market capitalization as a percentage
of GDP is as low as 1.4 in Uganda. The Johannesburg Securities Exchange in
South Africa has about 90% of the combined market capitalization of the entire
continent. Excluding South Africa and Zimbabwe the average market
capitalization is about 27% of GDP. This is in contrast with other emerging
markets like Malaysia with a capitalization ratio of about 161%. African stock
markets suffer from the problem of low liquidity. Liquidity as measured by the
turnover ratio is as low as 0.02% in Swaziland compared with about 29% in
Mexico. Low liquidity means that it will be harder to support a local market
with its own trading system, market analysis, brokers, and the like because the
business volume would simply be too low. Despite the problems of small size
and low liquidity, African stock markets continue to perform remarkably well
in terms of return on investment. The Ghana Stock Exchange was adjudged the
world’s best-performing market at the end of 2004 with a year return of 144%
in US dollar terms compared with 30% return by Morgan Stanley Capital
International Global Index (Databank Group, 2004). Within the continent itself
five other bourses—Uganda, Kenya, Egypt, Mauritius and Nigeria apart from

Ghana—were amongst the best performers in the year.
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Stock Market Development in Emerging Markets

Emerging markets possess some general characteristics, which
distinguish them from the established developed markets. Commonly emerging
economies demonstrate a relatively high economic growth on average in
comparison to developed markets. Among other economic attributes of
emerging markets is high dependence on a particular industry or sector, which
makes emerging economies vulnerable to adverse macroeconomic movements.
Due to traditional dependence on a particular industry, developing economies
usually demonstrate poor or average level of industrialization, and poorly
developed infrastructure. In most developing countries the market structure is
characterized by an oligopolistic and cartelized banking System (Cho, 1986).
Emerging markets have been growing at phenomenal speed for the last two
decades. Their total market capitalization grew from US$145 billion at the end
of 1980 to US$6,000 billion in 2005 (Brodie-Smith, 2005). For some individual
markets the growth was astonishingly remarkable: between 1980 and 1992
stock market capitalization in Thailand rose by 4,731%, while in South Korea
it rose by 3,829% during the same period (Kassimatis and Spirou, 1999). The
stock market development was also accompanied by the sharp increase in the
number of securities, traded on these stock markets. The phenomenal
development of stock markets in developing countries was backed by good
prospects of economic growth in these countries, reflected in GDP growth. For
instance, the annual average growth of the East Asian countries in the period
1985-2003 was 5.1% and in Latin America 2.9%. In the OECD countries the
annual average real GDP growth in the same period was 2.6%. Divehi, Drachm

and Stefek (1992) define an emerging market as one which has the following
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characteristics: securities, which are traded in a public market, high economic
growth, being of interest to global institutional investors, and having a reliable
source of data. However, they are also characterized by high dependence on a
particular industry or sector, poor or average level of industrialization and
poorly developed infrastructure. The equity markets development in these
countries can be seen as a result of market liberalization policies, which led to
the opening up of the markets, providing a wider access. An emerging market
is defined by the World Bank as a country with low or lower/upper middle
income based on the estimation of a country's gross national income (GN1).
Economies are divided according 2004 GNI per capita, calculated using the
World Bank Atlas method, as follows: low income - US$825 or less; lower
middle income - US$826-US$3,255; upper middle income - US$3,256-
US$10,065. Another factor, which has contributed to the emerging markets
development, is their increased attractiveness due to perceived potential benefits
in international portfolio diversification by foreign investors. Both of these
factors and more or less steady economic growth have contributed to the rapid
development of the emerging equity markets. However, during the past two
decades emerging markets have also experienced several severe financial and
economic shocks, which have slowed down the economic growth in these
countries, lowered average equity market returns, and increased market
volatility (Bekaert, 1999).

A considerable number of researchers agree with the fact that the
emerging stock markets possess specific characteristics, which are different
from those of the developed markets. Among these characteristics the following

are the most common: high volatility (Bekaert and Harvey, 2003); low
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correlation with developed markets and among the emerging markets (Bekaert
and Harvey, 2003); weak relation to market fundamentals (Hargis, Maloney,
1997), non-normality of the equity returns (Harvey, 1995a;); High volatility;
Non-normality of the equity returns This means that larger stocks, which make
up a huge proportion of the overall market capitalization, dominate these
markets. Divecha, Drach and Stefek (1992) argue that because large stocks
dominate the overall market return, there are not many opportunities for
diversification. Their results also show some anomalies: for instance, Pakistan,
Jordan, Colombia, Nigetia, and Zimbabwe display relatively low risk over the
sample period, which mostly reflect the lack of liquidity in these markets rather
than genuine volatilities. Chuhan (1992) argues that one of the characteristics
of emerging markets is poor liquidity, which stops foreign investors from
investing in those markets. Using the zero return measure as a proxy for
illiquidity, Bekaert, Harvey and Lundblad (2003) found a strong association
between higher illiquidity and higher expected returns. Although they did not
find a great effect of liberalization on the relation between illiquidity and
expected returns, they argue that the effect of illiquidity on expected returns is
larger in the post-liberalization period.

Along with a small number of listed companies and market participants
as the main characteristic of the emerging markets Hargis (2000) mentions the
lack of developed local pension and mutual funds and the limited float of closely
held companies. Hargis (2000) argues that a limited number of companies and
market participants reduce the risk sharing opportunities and liquidity of the
stock market, which inhibits its development. Another major problem in

emerging countries, which is linked to a small number of market participants,
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is a shortage of savings relative to investment needs (Bekaert and Harvey,
2003). Divecha, Drach and Stefek (1992) find that stock returns in the emerging
markets tend to be more homogeneous than in developed markets implying that
unlike the developed markets, which tend to have forces that affect diverse
sectors of the economy differently, the emerging markets tend to have a strong
market-related force that affects all stocks within a market, which accentuates
its volatility. Keane (1993) argues that the emerging equity markets are
characterized by high total risk and low systematic risk. By contrast, Errunza
(1994) describes emerging markets as possessing high domestic systematic risk.
It is argued that a large part of the total risk in emerging markets is constituted
by country risk or political risk, while Keana (1993) insists on the above average

risk in emerging markets.

Descriptive Statistics of Emerging Stock Market Sampled

To understand the economic importance of the stock market in our
sample of 41 countries, the study examines the stock market capitalization ratio.
The choice of countries and times series data for this thesis rests on the
availability of data. Data for this thesis are from Worldwide Governance
indicators, World Development Indicator (WDI) and Global Finance and
Development (GFD). The stock market capitalization ratio is defined as the
value of domestic equities traded on the stock market relative to GDP. As can
be observed from Appendix 1, stock market development indicators exhibit a
considerable variability across countries, according to the stock market
capitalization ratio. The top ten countries in terms of mean stock market
capitalization for the period under review are South Africa, Malaysia, Jamaica,

Jordan, Chile, Zimbabwe, Saudi Arabia, Thailand, Philippines and India in that
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order. The countries with the lowest stock market capitalization are Ecuador,
Slovak Republic, Bangladesh, Paraguay and the least, Uruguay. As can be seen,
stock market development in terms of total value trade as percentage of GDP,
South Africa moved from the first to third position with Saudi Arabia occupying
the first position, from our sample. Stock market capitalization has very little to
do with the size of a country. China, which has the largest economy by far
among these countries, has a smaller average market capitalization than Hong
Kong over the period. South Africa and Taiwan approach China in terms of
stock market capitalization despite vastly smaller population and GDP. Again
even though Nigeria has a larger economy than Ghana, Ghana is ahead of
Nigeria in terms of stock market capitalization as a measure of development of
the capital market.

A National Bureau of Economic Research (NBER) Working Paper in
April 2013 on Financial Development in 205 Economies, 1960 to 2010, has
gathered substantial evidence that financial institutions (such as banks and
insurance companies) and financial markets (including stock markets, bond
markets, and derivative markets) exert a powerful influence on stock market
development, poverty alleviation, and economic stability. Stock market
development has been central to the domestic financial liberalization programs
of most emerging markets. Apart from their role in domestic financial
liberalization, the stock markets have also been very important in recent years
as a major channel for foreign capital flows to emerging economies. Net equity
flows to the emerging markets have grown over the years, providing an
important source of capital for development. The share of foreign direct

investment and portfolio equity in the finance mix of many developing countries
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has grown in recent years. Equity flows accounted for 80 percent of total
external financing to developing nations during 1999-2003, compared with just
60 percent during 1993-98 (Global Development Finance, 2005). Cross-border
capital flows, which include lending, foreign direct investment and purchases
of equity and bonds, rose to a peak of $11.8 trillion in 2007, primarily due to
the acceleration in interbank lending with a smaller share being the flow of
funds to real economy borrowers. According to a McKinsey Global Institute
(MG]) study, as of 2012, cross-border capital flows had declined by 61 percent
from the 2007 peak to $4.6 trillion. Most of this reduction was in intra-European
flows, thus raising the share of global capital flows to emerging economies to
32 percent in 2012 ($1.5 trillion) from 5 percent in 2000. Capital flows out of
developing countries rose to $1.8 trillion in 2012.

Development of stock markets in emerging markets does not imply that
even the most advanced emerging stock markets are mature. Trading occurs in
only a few stocks which account for a considerable part of the total market
capitalization. Beyond these actively traded shares, there are serious
informational and disclosure deficiencies for other stocks. There are serious
weaknesses in the transparency of transactions on these markets. The less
developed of the stock markets suffer from a far wider range of such deficits.
Compared with the highly organized and properly regulated stock market
activity in the US and the UK, most emerging markets do not have such a well-
functioning market. Not only are there inadequate government regulation,
private information gathering and dissemination firms as found in more
developed stock markets are inadequate. Moreover, young firms in emerging

stock markets do not have a long enough track record to form a reputation. As
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a result, one expects share prices in emerging markets to be arbitrary and
volatile (Tirole, 1991). Empirical evidence indicates that share prices in
emerging markets are considerably more volatile than in advanced markets.

Despite this volatility, large corporations have made considerable use of
the stock market. For example, the Indian stock market has more than 8,000
listed firms, one of the highest in the World. Looking at the corporate financing
pattern in emerging markets it was found that contrary to expectation, emerging
market corporations rely heavily on external finance and new equity issues to
finance long term investment, and the stock markets have been successful in
providing considerable funds.

Market liquidity is one of the measures of stock market development.
Market Liquidity is ability for investors to buy and sell shares. The study
measures the activity of the stock market using total value traded as a share of
GDP, which gives the value of stock transactions relative to the size of the
economy. According to the work of Levine and Zervos (1998) this measure is
used to gauge market liquidity. This is because it measures trading relative to
economic activity. Of the 41 countries Pakistan, Saudi Arabia, Bangladesh,
Turkey and India turn out to be countries with liquidity as shown in figure 4
below. The liquidity in these countries was recorded around the late 90’s and
the early part of 2000 was the time most of these countries undertook successful

financial liberalization.
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The Consumer Price Index for the emerging economies sampled

for this thesis has been increasing over the period under investigation.

Morocco, Panama, Peru and Tunisia are countries with relatively stable

growth rate of Consumer Price Index. Countries with relatively high

growth rate were Venezuela, Romania, Ghana, Nigeria and Turkey. The

trend for consumer price indices for emerging economies sampled for

this thesis are as shown in figure 5 below.
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Economies with high volatility in their policy rate were

Thailand, Slovenia, South Africa, Malaysia, Slovenia and Panama.

Other countries recorded relatively stable trend for the period under

study.

28



o gt Bogheh Bba Bisera b R
&
5
o Gt Cost Ria Coch Rl Enedy gy, AcbRep [
g
8
E AN RVA A VAN SN
- I ) i dtn e bl
g
< © RV e e N — NN
Se.
= b Mg Pitn Pue Pangey Reu
<O 2
-— 8
o B
- P Roera SaudAretia Sk Reputfc SR SuthAica
g
s \[\/\/\/\
. Tukey gy Ve, B Tntabve
g
g V\,A/\r\
3 I A AN —_——
5 20 N A0 G5 N0 D6 A0 K5 A0 A6 W0 %5 AD A6 N0 1 AN A5 A0 5 A0 AH A0
Vear (1996 2011)
Graphs by economy

Figure 6 Annual percentage changes of Policy Rate (1996-2011)

29

Mero

Rappes

Silzna

T T T
15 W0 205 200



The growth rate of total value traded over the period was relatively

stable for all countries with the exception of Saudi Arabia, Turkey, Jordan, and

India. The relatively low growth rate could be attributed to macroeconomic

instability in these countries.

Aprira Bargiadesh Bk Bl bl Bigara (0
; — I —
_ Ot (aRa (o Repltc Ecedor gy, AmbRep Glera Hrgay
- ——— —_— ~—
Infa Indoresa Samaica Jatan Ky Mabysa Metk
o §
@ 3
- =
T — ,M \’\/A—
© - ———
s
(<> . .
=S - Morooco Ngai Paksln Parems - Paregay Py Phifppines
© =
=
o
e
_. o Romaria Saud Atz Shek Repiblc Sowenia SuthArea Silarka
: —_— /"/\
—T T
5 W0 WS MO
- Thetand Tuka Tarkey Urgeay Verezigh, RB Tintabie
5 D NG A0 1% M0 A6 A0 95 0 A6 A0 15 X0 NE A @5 A0 N5 MO B AD A A0
Graphs by economy

Figure 7 Annual percentage changes of Total Value Traded (1996-2011)

30



Of the economies sampled nine of them are from Africa and thirty two
from other continents. Stock market capitalization a measure of stock market
development had being relatively stable for emerging African economies
sampled for this thesis. The proxy for this measure is stock market capitalization
relative to GDP in percentage terms. South Africa and Zimbabwe are the only
African economies sampled that have stock market capitalization making more
than 50% of their GDP as shown figure 8. All the other African countries

sampled were below 50% of their GDP.
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Source: WDI & FDI, 2012
Figure 8 Emerging Economies in Africa

The market capitalization of emerging stock markets rose from

$604 billion to $3,074 billion for the period 1990 to 1999. The trend

continued in the 2000 with countries like Malaysia, Jordan, Jamaica,

Chile, Saudi Arabia, Thailand, and Philippines accounting for the rise in

stock market capitalization as portrayed in figure 9 below. In terms of

stock market capitalization most of the economies sampled are making

less than 50% of GDP.
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GDP

Source: WDI & FDI, 2012
Figure 9 Emerging Economies excluding Africa

With the African economies sampled economies with high stock market
capitalization it is only South Africa, Morocco, and Egypt. Botswana with GDP

like South Africa in percentage terms is cited as having low stock market

capitalization and Zimbabwe with high stock market capitalization cited with

low GDP as shown in figure 10 below.
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Figure 10 Emerging Economies in Africa (GDP)

In the case emerging economies outside Africa, countries cited with high
stock market capitalization are cited in figure 11 below with relatively not high
GDP. Slovenia with low stock market capitalization is cited here as the country

with the highest GDP so is Czech Republic.
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lSource: WDI & FDI, 2012
Figure 11 Emerging Economies excluding Africa (GDP)
Voice and accountability

The dimension of voice and accountability covers those issues of the
degree of citizen participation in government and in the policy making process.
Accountability can be used synonymously with such concepts as responsibility,
answerability, blameworthiness, liability, and other terms associated with the
expectation of account-giving. It may be divided into various types such as
moral, administrative, political, managerial, market, legal, constituency, and
professional accountability (Jabbra and Dwivedi, 1989). To enhance the quality
of this indicator, civil liberties in terms of the freedom of speech, assembly,
demonstration, religion, and equal opportunity should be not only properly and
systematically secured, but also significantly improved. Also the political rights
in terms of free and fair elections, representative legislative, free vote, political
parties, no dominant group, respects for minorities should appropriately be
secured, and the military involvement in politics and the inclusiveness and

patronage practice should not be exercised.
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In order for people’s voices to be heard properly and in a timely fashion
into the governing body and be accountable, news media should be able to
publish or broadcast stories of their choosing without fear of censorship or
retaliation. People should not be imprisoned because of their ethnicity, race, or
their political, religious beliefs as well. The transparency of public action in the
economic field and governmental policy such as fiscal, taxation, monetary, and
exchange-rate should be systemized in the governance structure as well as the
fare and competition-based award of public procurement contracts, and
delegation of public service must be in orderly arrangement. Countries with
higher scores of WGI have scores of positive 2.5 while those in lower scores

have under negative 2.5.
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Figure 12 Voice and Accountability Average index (1996-2011)

Figure 12 above shows the mean value voice and accountability for the
various countries sampled for this thesis. From figure 12 slightly about 50% of
emerging countries sampled have good voice and accountability. Slovenia came
out as the country with good voice and accountability with Saudi Arabia
recorded as the country with worse voice and accountability. For African

countries in the sampled South Africa, Botswana and Ghana came out with good

voice and accountability index.
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Political Stability and Absence of Violence (PV)

This indicator addresses those factors which undermine political
stability such as conflicts of ethnic, religious, and regional nature, violent
actions by underground political organizations, violent social conflicts, and
external public security. Also included are assessments of fractionalization of
the political spectrum and the power of these factions, fractionalization by
language, ethnic or religious groups and the power of these factions and
restrictive measures required to retain power. Societal conflict involving
demonstrations, strikes, and street violence are also considered in this indicator,
as well as the military coup risk. Major insurgency and rebellion, political
terrorism, political assassination, major urban riots, armed conflict, and state of
emergency or martial law are also major determinants of this indicator.

Internal conflict like political violence and its influence on governance
is assessed in this measure and external conflict measure is also employed to
assess both the risk to the incumbent government and to inward investment.
Government stability is measured for the government’s ability to carry out its
declared programs, and its ability to stay in office. Ethnic tensions component
measures the degree of tension within a country attributable to racial, national,
or language divisions.

Figure 13 below shows that 34% of emerging countries sampled have
good political stability index with 66% having bad political stability record.
Slovenia and Botswana are the two emerging countries with the highest
recorded of good political stability and Pakistan, Colombia and Nigeria had the
worst record for political stability respectively. Ghana and South Africa also

had bad political stability record.
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Average for the period

Source: WDI & FDI, 2012
Figure 13 Political Stability Average index (1996-2011)
Government Effectiveness (GE)

Government effectiveness measures the quality of public services and
policy formulation and implementation, and thus indicates the credibility of the
government's commitment to such policies. Government effectiveness covers
an even wider range of measures such as government citizen relations, quality
of the supply of public goods and services, and capacity of the political
authorities. The negative aspects of this measure include government instability
with significant personnel turnover rate, government ineffectiveness with low
personnel quality, institutional failure which deteriorates government capacity
to cope with national problems as a result of institutional rigidity which affect
stock market performance. It also includes the low level of global e-government,
and low quality of bureaucracy with excessive bureaucracy or red tape. Most of
all among others, the quality of bureaucracy plays a critical role in improving
government effectiveness. It is determined by the measures of institutional
strength and quality of the civil service, and assessed by how much strength and
expertise bureaucrats have and how able they are to manage political

alternations without drastic interruptions in policy changes. The better the
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Average for the period

bureaucracy the quicker decisions are made and the more easily foreign

investors can go about their business.
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Figure 14 Government Effectiveness Average index (1996-2011)

Figure 14 above also show that 46% of emerging countries sampled for
this thesis have positive government effectiveness. Chile and Malaysia have the

highest positive value with Zimbabwe and Nigeria having the highest absolute

negative value.

Regulatory Quality (RQ)

The regulatory quality indicator of WGI defines the capacity for
government to formulate and implement sound policies and regulations that
permit and promote private sector development. It covers the concept of
business start-up formalities set by government, the difference between
government-regulated administrative prices and self-controlled market prices,
the ease of market entry for new firms, and the competition regulation
arrangements between or among businesses. It also includes the issues of export
and import regulations, restrictions on ownership of business and equity by non-
residents, unfair competitive practices, price controls, discriminatory tariffs,
excessive protections, government regulations on stock exchange or capital

markets, and foreign investment. A distorted tax system, heavy import barriers,
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Average for the period

limited local market competition, ineffective anti-monopoly policy, overly
environmental regulations, and complex tax collection system may also become
factors to be considered. In developing countries particularly, the rural region
regulations on local financial services, local businesses, and agricultural
produce market may determine the quality of this indicator as well. Other factors
affecting regulatory quality indicators also include financial institutions'
transparency, public sector contracts open to foreign bidders, anti-protectionism
measures to other countries, and reduction of subsidies to specific industries. As
portrayed in figure 15 56% of the emerging market countries sampled had good
regulatory quality and 44% bad. Chile, Hurgary, Czech Republic, Slovenia,
Poland and Botswana were identified as countries with good regulatory quality
respectively. On the other hand Zimbabwe, Venezuela, Bangladesh and Nigeria

were tagged with bad regulatory quality.
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Figure 15 Regulatory Quality Average index (1996-2011)
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Rule of Law (RL)

Different people may have different interpretations about the exact
meaning of rule of law due to the philosophical nature of the term. For example,
in the legal profession, rule of law is an independent, impartial judiciary; the
presumption of innocence; the right to a fair and public trial without undue
delay; a rational and proportionate approach to punishment; a strong and
independent legal profession; strict protection of confidential communications
between lawyer and client; equality of all before the law; these are all
fundamental principles of the Rule of Law (IBA, 2009).

Nevertheless, in Asian traditional and cultural contexts, the rule of law
is a governmental principle that many Asians hesitate to embrace since people
seem to view good governance as rule by leaders who are benevolent and
virtuous. One study indicates that throughout East Asia, only South Korea,
Japan, and Hong Kong have societies that are robustly committed to a law
bound state (Chu, et al., 2008: 31-32), whereas the rule of law in Thailand,
Cambodia, and most of Asia is weak or nonexistent (Thi, 2008). The term ‘rule
of law’ in WGI defines the extent to which agents have confidence in and abide
by the rules of society, and in particular the quality of contract enforcement,
property rights, the police, and the courts, as well as the likelihood of crime and
violence. To be more specific, it covers such topics as the respect for law in
relations between citizens and the administration, the security of persons and
goods, organized criminal activity, the importance of the informal economy, the
importance of tax evasion in the formal sector, and the importance of customs
evasion. Also the running of the justice system, the security of traditional

property rights and contracts between private agents, the degree of

39



Average for the period

governmental respect for contracts, the settlement of economic disputes, and
arrangements for the protection of intellectual property. Not only the
arrangement of system, but also the enforceability of government or private
contracts is considered as well. Also included are direct financial fraud, money
laundering and organized crime, losses and costs of crime, kidnapping of
foreigners, the fairness and speediness of the judicial process,
confiscation/expropriation,  nationalization/expropriation, ~common  and
organized crime imposes costs on business, quality of police, the independence
of the judiciary from political influences of members of government, citizens or
firms, the insufficient legal framework to challenge the legality of government
actions, and the degree of the threat that businesses face from crime such as
kidnapping, extortion, street violence, burglary, etc. Of the total sample 44% of
the emerging market countries sampled were tagged with practicing rule of law
whiles the rest had bad records in relation to rule of law as depicted in fig 13
below. Once again Chile and Slovenia were on top whiles Zimbabwe and

Venezuela were at the tale of end of countries with bad record on rule of law.
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Source ‘WDI & FDI 2012
Figure 16 Rule of Law Average index (1996-2011)
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Control of Corruption (CC)

The word ‘corruption’ has many different meanings. The most
frequently used concept among others is the concept of political corruption
which means the abuse of public power, office, or resources by government
officials or employees for personal gain, e.g. by extortion, soliciting or offering
bribes (Chinhamo and Shumba, 2007). More simply put, Transparency
International (TI) defines corruption as "the abuse of entrusted power for private
gain". (Transparency International, 2007). WGI defines corruption as the extent
to which public power is exercised for private gain, including both petty and
grand forms of corruption, as well as capture of the state by elites and private
interests. The control of corruption indicator is decided by the frequency of
corruption, cronyism, government efforts to tackle corruption, and the internal
causes of political risk and mentality including xenophobia, nationalism,
corruption, nepotism, and willingness to compromise. It covers indirect
diversion of funds and losses and costs of corruption. Government efforts to
tackle corruption and public trust in financial honesty of politicians are another
source of the indicator. The frequencies for firms to make extra payments
connected to import/export permits, public utilities, awarding of public
contracts, and getting favourable judicial decisions are measures of WGI as
well. It also measures corruption within the political system, which distorts the
economic and financial environment, reduces the efficiency of government and
business by enabling people to assume positions of power through patronage
rather than ability, and introduces an inherent instability in the political system.

The corruption involvement of elected leaders such as parliamentarians or local
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Average for the period

councilors, judges and magistrates, government officials, border and tax
officials, and other public figures are included in this indicator as well.

26% of emerging countries sampled were tagged as having good record
on control of corruption. Brazil and Tunisia were neutral in relations to whether
good or bad. As Chile, Uruguay, Slovenia and Botswana are ranked high in
terms of good policies to control of corruption; Zimbabwe, Paraguay and
Nigeria were rank high for poor control of corruption as shown in figure 17

below.

15 A

Source: WDI & FDI, 2012
Figure 17 Control of Corruption Average index (1996-2011)
Institutional Quality

This is a composite index computed by row average of component of
institutional quality computed by the researcher. The data used to compute the
composite index is from World Development Indicator (WDI). Figure 18 below
shows how good an emerging economy is term of institutional quality. A value
of 2.5 means very good and negative 2.5 means bad institutional quality. Of the
emerging economies sampled for this thesis 39% of them on the average are
classified as having good institutional quality with the remaining 71% having

bad institutional quality. Out of 39% countries like Chile, Slovenia, Hurgary,

42



Average for the period

Czech Republic, Uruguay and Botswana came on the top respectively in relation
to good institutional quality. Zimbabwe, Nigeria, Venezuela, Pakistan and
Bangladesh were also identified as emerging countries with bad institutional

quality as depicted in the diagram below.

Source: WDI & FDI, 2012
Figure 18 Institutional Quality Average index (1996-2011)
Conclusion

Emerging markets are sought by investors for the prospect of high
returns, as they often experience faster economic growth as measured by GDP.
Investments in emerging markets come with much greater risk due to political
instability, domestic infrastructure problems, currency volatility and limited
equity opportunities. The stock markets in emerging markets have seen
considerable development since the early 1990s.

Research on emerging equity markets has suggested a number of
empirical regularities: high volatility, low correlations with developed markets
and within the emerging markets, high long-horizon returns, and predictability
above and beyond what is found in developed market returns. It is also well-
known that emerging markets are more likely to experience shocks induced by

regulatory changes, exchange rate devaluations, and political crises.
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CHAPTER THREE: REVIEW OF RELATED LITERATURE
Introduction
This chapter covers two main areas. The first part presents the
theoretical literature on education and investment, political institutions and
investment, macroeconomic stability factors and investment and finally stock
volatility and investment. The second part is empirical literature on relationship

between Education, institutional quality, and macroeconomic variables.

Theoretical Literature
Ability of Individuals and Investment

Human capital is one of production elements which can generate added-
values through inputting it. Until the monumental stock market performance of
the 1980’s, most of economists had supported the importance of such
quantitative labor force to create products. The other is based on the assumption
that the investment of physical capital may show the same effectiveness with
that of human capital on education and training (Little, 2003). The latter being
more important, human capital expansively includes the meaning of ‘human as
creator’ who frames knowledge, skills, competency, and experience originated
by continuously connecting between ‘self” and ‘environment’.

Economists in the 1950’s discovered that the investment of human
capital is more effective than that of physical capital (Woodhall, 2001).
Throughout the investment of human capital, an individual’s acquired
knowledge and skills can easily transfer to certain goods and services (Romer,
1990). Considering that accumulation of knowledge and skills takes charge of
important role for that of human capital, there is a widespread belief that

learning is the core factor to increase the human capital. In other words, learning
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is an important component to obtain much knowledge and skills through lots of
acquisition ways including relationship between the individual and the others
(Sleezer, Conti, Nolan, 2003).

The origin of human capital goes back to the emergence of classical
economics in 1776, and thereafter developed a scientific theory (Fitzsimons,
1999). After the manifestation of that concept as a theory, Schultz (1961)
recognized the human capital as one of important factors for a national
economic growth in the modern economy. With the emergence and
development of human capital as an academic field, some researchers
expansively attempted to clarify how the human capital could contribute to
sociopolitical development and freedom (Grubb & Lazerson, 2004; Sen, 1999).

The concept of human capital can be variously categorized by each
perspective of academic fields. The first viewpoint is based on the individual
aspects. Schultz (1961) recognized the human capital as ‘something akin to
property’ against the concept of labor force in the classical perspective, and
conceptualized ‘the productive capacity of human beings in now vastly larger
than all other forms of wealth taken together’. Most of researchers have
accepted that his thought viewing the capacity of human being is knowledge
and skills embedded in an individual (Beach, 2009). Similar to his thought, a
few researchers show that the human capital can be closely linked to knowledge,
skills, education, and abilities (Garavan et al., 2001; Youndt et al., 2004).
Rastogi (2002) conceptualizes the human capital as ‘knowledge, competency,
attitude and behavior embedded in an individual’.

There is the second viewpoint on human capital itself and the

accumulation process of it. This perspective stresses on knowledge and skills
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obtained throughout educational activities such as compulsory education,
postsecondary education, and vocational education (De la Fuente & Ciccone,
(2002)). Despite the extension of that concept, this perspective neglects that
human being would acquire knowledge and skills throughout his/her own
experience.

The third is closely linked to the production-oriented perspective of
human capital. Romer (1990) refers to the human capital as ‘a fundamental
source of economic productivity’. Rosen (1999) states the human capital as ‘an
investment that people make in themselves to increase their productivity’. More
recently, Frank & Bemanke (2007) define that human capital is ‘an amalgam of
factors such as education, experience, training, intelligence, energy, work
habits, trustworthiness, and initiative that affect the value of a worker's marginal
product’. Considering the production-oriented perspective, the human capital is
‘the stock of skills and knowledge embodied in the ability to perform labor so
as to produce economic value’ (Sheffin, 2003). Furthermore, some researchers
define that human capital is ‘the knowledge, skills, competencies and attributes
in individuals that facilitate the creation of personal, social and economic well-
being’ with the social perspective (Rodriguez & Loomis, 2007).

Consequently, human capital simultaneously includes both of the
instrumental concept to produce certain values and the ‘endogenous’ meaning
to self-generate it. In order to dependently/independently create these values,
there is no doubt that leaning through education and training can be an important
in terms of defining the concept of human capital. Considering that experience
can be included as a category of knowledge, the human capital is a synonym of

knowledge embedded in individuals.
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It is also believed that an individual is more likely to participate in the
stock market when a higher fraction of individuals in the local community are
stock market investors. In the same vain our study establishes that an individual
is more likely to participate in the stock market when a higher fraction of
individuals in the local community are educated. Guiso, Sapienza, and Zingales
(2004) show that individuals who live or were born in areas with higher levels
of social capital are more likely to invest in stocks.

There is a concern in the literature with what might be called “social”
rates of return that include true social benefits, or externalities. Efforts to make
such estimates are numerous, but the estimates vary widely. The earnings of
educated individuals do not reflect the external benefits that affect society as a
whole but are not captured by the individual. Such benefits are known as
externalities or spillover benefits, since they spill over to other members of the
community. They are often hard to identify and even harder to measure. In the
case of education, some have succeeded in identifying positive externalities but
few have been able to quantify them. If one could include externalities, then
social rates of return may well be higher than private rates of return to education.
A recent review by Venniker (2001) finds that empirical evidence is scarce and
inconclusive, providing some support for human capital externalities, but not
very strong. These studies estimate externalities in the form of individual’s
human capital enhancing the productivity of other factors of production through
channels that are not internalized by the individual (similar to Lucas’ (1988)
theory). As Venniker (2001) states, evidence is not unambiguous. In fact, some

estimates give negative values, while others give very high estimates.
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Conventional Measurement Method of Human Capital

The conventional standard to measure human capital stock has been
largely categorized into three parts: Output, Cost, and Income-based approach.
School enrollment rates, scholastic attainments, adult literacy, and average
years of schooling are the examples of output-based approach.

For the purpose of analyzing relationship between human capital and
stock market performance, some economists attempted to measure the stock of
human capital utilizing ‘school enrollment rates’ as a proxy of human capital
(Barro, 1991; Barro & Lee, 1993). Throughout calculating the ratio between
individuals of school age and students enrolling in the educational institutions,
the economists show the stock of human capital that each country holds.
However, the method includes a drawback that a student’s effectiveness can be
recognized after participating in production activities.

In the perspective of educational attainment, Nehru, Swanson, & Dubey
(1993) attempted to measure relationship between human capital and students’
‘accumulated years of schooling’ in the employable age as educational
attainment. Assuming that the stock of human capital is the sum of each
individual’s years of schooling; it is difficult to clearly demonstrate this
relationship, because educational attainment is a part of regular education.

Besides measuring the stock of human capital with school enrollment
rates and educational attainment, Romer (1990) suggested the ratio between
skilled-adults and total adults to measure the stock of human capital in the
national economy.

Organization for Economic Cooperation and Development (OECD)

utilizes International Adult Literacy Survey (IALS), the ratio between literate
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adults and total adults, to measure the stock of human capital. However, the
method of IALS includes a few drawbacks in that literacy can be slightly related
to labor productivity, and the productivity can be increased by informal/non-
formal learning activities such as personal learning and On-the-Job training.

Finally, Psacharopoulos & Arriagada (1986) suggested the average
years of schooling to measure the stock of human capital. They refer that the
average years of schooling is meaningful to measure the stock of human capital
as a proxy. This suggestion assumes that an individual’s productivity is
increased in proportion to his/her average years of schooling; they exemplify
that someone’s productivity with completing twelve years of schooling is
twelve times compared to otherwise productivity with doing one years. As
mentioned above, this method includes a drawback that an individual’s years of
schooling can be slightly related to his/her productivity.

To measure the Education in this thesis the study utilized the ratio
secondary school enrolment to population. This is believed to cover qualitative
benefits of human capital. This suggests that as the ratio increases the
individual’s ability to invest increases thereby increasing the probability of the

stock market performing.

Institutional Quality and Investment

The view that better institutions lead to greater financial development
and better economic performance is powerfully captured by Adam Smith in The
Wealth of Nations. This view receives support from a number of recent
empirical studies, including those by Knack and Keeffer (1995) and Acemoglu,
Johnson and Robinson (2001 and 2002). Smith (1976) relates the differences in

investment rates (hence, the differences in growth rates) to the extent to which
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the ‘rule of law’ and property rights exist. In all economies where there is
tolerable security, every man of common understanding will endeavour to
employ whatever stock he can command in procuring either present enjoyment
or future profit.

Neo-classical economics has ignored these early insights for a long time
as it strived to explain stock market performance by reference to a technical
production function that includes two factors of production (capital and labour)
and utility functions that depict the levels of utility associated with different
input choices. Once the wider institutional context is assumed away in this
manner, it was relatively straightforward to demonstrate that resource allocation
would be Pareto-optimal if there was perfect competition. In addition, any
Pareto-optimal resource allocation that is technically feasible can be achieved
by establishing free markets. The problem with this institution-free view of the
world has always been that it cannot explain why different non-market
institutions coexist with markets, how market and non-market institutions
interact, and whether different rates of growth performance may be related to
differences in institutional characteristics of national economies.

Another, but potentially more significant, problem with the neo-classical
view is that the reduction of economic activity to a technical production function
is not compatible with their ‘background’ assumptions concerning the existence
of property rights and conclusion of contracts with a degree of confidence
(Rodrik, 2000). If the existing definition of property rights is not credible due
to the existence of a highly intrusive or excessively weak state, or if contract
enforceability is low due to low judicial quality, the technically-feasible

outcomes may remain socially-unfeasible.
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Moreover, the technical view of economic development is not
compatible with the persistence of the development gap between the least-
developed and developed economies. Given that scarcity leads to higher rates
of return on capital in the least-developed economies, the latter should have
been able to attract capital, increase output and catch up with their developed
counterparts. True, policy failures or perverse policies may inhibit the flow of
foreign capital and the accumulation of domestic capital, leading to slower
growth. Such policy failures, however, beg the following question: why should
such sub-optimal policies persist in under-developed economies? In other
words, why are less developed economies caught in a ‘vicious circle’ of ‘wrong’
policies and low growth whereas developed economies enjoy a ‘virtuous circle’
of ‘right’ policies and high growth rates?

The general preoccupation with mathematically tractable hypotheses
was such that works guided by an institutional perspective remained largely
excluded from mainstream publication outlets. An exception the study could
identify was an article published by Charles Wolf Jr. (1955). That paper he
argued that the absence of the ‘right institutions’ might be a more significant
determinant of low capital formation compared to the shortage of savings. What
is meant by ‘right institutions’ is that kind of institutions ‘... which permit or
stimulate, rather than impede, the adoption of new techniques and the formation
of productive capital’. In other words, institutions may contribute to stock
market performance not only by encouraging the adoption of new technologies,
but also by accelerating the rate at which capital is combined with labour — i.e.,
by increasing the rate of investment. In terms of causation, Wolf Jr. suggests

that institutions stimulate or impede stock market performance rather than the
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other way round. Specifically, institutions affect stock market performance
through their effects on: (i) the economic agents’ calculation of costs and
benefits; (ii) the predictability and probability of economic relationships; (iii)
knowledge of economic opportunities; and (iv) motivations and values. This
specification is in line with the ‘institutions as rules of the game’ approach,
which focuses on how institutions shape the incentive structure faced by
economic actors.

The deficiency of an institutional viewpoint sustained to characterize the
mainstream economics until mid-1980s, when Kormendi and Meguire (1985)
and Scully (1988) came up with two pioneering papers that explored the effect
of institutions on cross-country growth and investment. Rodrik (2000) indicated
that the liberalization reforms of the 1980s and 1990s demonstrated that
economic actors in both developed and developing economies were sensitive to
price signals. Price signals would be conducive to increased national welfare
only if there were institutions ensuring predictable property rights, curbing the
worst forms of corruption and corporate abuse, ameliorating moral hazard
problems, mitigating risks, and managing social or political conflicts.

Institutional quality can be categorized into; Property rights institutions
(norms and rules that confer and guarantee control on the returns to the assets
invested or values produced), Regulatory institutions (correspond to norms,
rules and regulations that can prevent or mitigate market failures and agency
problems) Institutions for macroeconomic stabilization (institutions that could
reduce macroeconomic instability either by minimizing the incidence of policy-
induced macroeconomic volatility or by increasing the resilience of the

economy to adverse external shocks).
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Institutional quality effect on economic performance can also be
classified into two market-creating effect (capture the extent to which existing
institutions encourage/support the emergence) and growth of markets (where
economic actors can engage in mutually beneficial economic activities).

Linking this to the financial market a growing body of theoretical and
empirical work identifies the ability of a country’s institutional quality as one
of the key explanations for the persistent disparity in financial market
development and economic performance across countries.

Indeed, Williamson (1995) has been among the earliest groups of
researchers highlighting the vital role of institutions and good governance in
shaping countries’ path of success. Since these breakthroughs, several applied
researchers have investigated into the ways and means institutions or their
functionality could hinder the economic progress of an economy.

Institutional quality is important for stock market development because
efficient and accountable institutions tend broaden appeal and confidence in
equity investment. Equity investment thus becomes gradually more attractive
as political risk is resolved over time. Therefore, the development of good
quality institutions can affect the attractiveness of equity investment and lead to
stock market development. Good institutions quality such as law and order,
democratic accountability, bureaucratic quality are important determinants of
stock market development in Africa because they reduce political risk and
enhance the viability of external finance. Bekaert (1995) provides evidence that
higher levels of political risk are related to higher degrees of market
segmentation and consequently low level of stock market development. Erb et

al (1996a) show that expected returns are related to the magnitude of political
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risk. They find that in both developing and developed countries, the lower the
level of political risk, the lower is required returns. The evidence in the literature
suggests that political risk is a priced factor for which investors are rewarded
and that it strongly affects the local cost of equity, which may have important
implications for stock market development.

The view that better institutions lead to greater financial development
and better economic performance is powerfully captured by Adam Smith in The
Wealth of Nations: Commerce and manufactures can seldom flourish long in
any state which does not enjoy a regular administration of justice, in which
people do not feel themselves secure in the possession of their property, in
which the faith of contracts is not supported by law, and in which the authority
of the state is not supposed to be regularly employed in enforcing the payments
of debts from all those who are able to pay. Commerce and manufactures, in
short, can seldom flourish in any state in which there is not a certain degree of
confidence in the justice of government.

The discovery that relative prices matter a lot, and that therefore neo-
classical economic analysis has much to contribute to development policy, led
for a while to what was perhaps an excessive focus on relative prices. Price
reforms were the rallying cry of the reformers of the 1980s, along with
macroeconomic stability and privatization. By the 1990s, the shortcomings of
the focus on price reform were increasingly evident. The encounter between
neo-classical economics and developing societies served to reveal the
institutional underpinnings of market economies. A clearly delineated system
of property rights, a regulatory apparatus curbing the worst forms of fraud, anti-

competitive behavior, and moral hazard, a moderately cohesive society
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exhibiting trust and social cooperation, social and political institutions that
mitigate risk and manage social conflicts, the rule of law and clean government-
these are social arrangements that economists usually take for granted, but
which are conspicuous by their absence in poor countries. Hence it became clear
that incentives would not work or generate perverse results in the absence of
adequate institutions. The broader point that markets need to be supported by
non-market institutions in order to perform well took a while to sink in. Three
sets of disparate developments conspired to put institutions squarely on the
agenda of reformers. One of these was the dismal failure in Russia of price
reform and privatization in the absence of a supportive legal, regulatory, and
political apparatus. A second is the lingering dissatisfaction with market-
oriented reforms in Latin America and the growing realization that these
reforms have paid too little attention to mechanisms of social insurance and to
safety nets. The third and most recent is the Asian financial crisis which has
shown that allowing financial liberalization to run ahead of financial regulation
is an invitation to disaster.

The question before policy makers therefore is no longer "do institutions
matter?" but "which institutions matter and how does one acquire them?
Following Lin and Nugent (1995), it is useful to think of institutions broadly as
"a set of humanly devised behavioral rules that govern and shape the
interactions of human beings, in part by helping them to form expectations of

what other people will do.

55



Macroeconomic Variables and Stock Market Development

The existing literature provides a number of theories illustrating the link
between stock market behavior and economic activity as proxied by different
macroeconomic variables. Among these theories are the efficient market
hypothesis (EMH) and asset pricing theory.

The basic idea underlying the EMH developed by Fama (1965, 1970) is
that asset prices promptly reflect all available information such that abnormal
profits cannot be produced regardless of the investment strategies utilized.
Formally, the EMH can be explained using the following equation:

% =0
The left side represents a set of relevant information available to the investors,
at time “t”. The right side is the set of information used to price assets, at time
“t_The equivalence of these two sides implies that the EMH is true, and the
market is efficient. Fama (1970) distinguished between three forms of market
efficiency based upon the level of information used by the market: weak form,
semi-strong, and strong form market efficiency.

From an economic standpoint, an efficient stock market will assist with
the efficient allocation of economic resources. For instance, if the shares of a
financially poor company are not priced correctly, new savings will not be used
within the financially poor industry. In the world of the EMH, the level of asset
price fluctuations, or volatility, fairly reflects underlying economic
fundamentals. Along these lines, our study argues that policymaker’s
interventions may disrupt the market, and cause it to be inefficient. In the
literature, the three forms of the EMH are usually used as guidelines rather than

strict facts (Fama, 1991). Also, most empirical studies have examined the EMH
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in its weak or semi-strong forms, partly because the strong form is difficult to
measure, and there is a high cost associated with acquiring private information.

The EMH implies that stock market prices fully and rationally
incorporate all relevant information. Thus, past information is useless in
predicting future asset prices. For that reason, only new, relevant information is
used to explain stock market movements (Fama, 1965).

The theory of asset pricing, in general, demonstrates how assets are
priced given the associated risks. The Arbitrage Price Theory (APT) suggested
by Ross (1976) has been an influential form of asset price theory. APT is a
general form of Sharpe’s (1964) capital asset price model (CAPM). While the
CAPM suggests that asset prices or expected returns are driven by a single
common factor, the APT advocates that they are driven by multiple
macroeconomic factors. Mathematically APT can be expressed as:

Rie =1 +Bixe + &

Where R; ;the return of the stock i at time ¢ is, rif is the risk free interest
rate or the expected return at time t. x, is a vector of the predetermined
economic factors or the systematic risks while ; measures the sensitivity of the
stock to each economic factor included in x;. &, the error term, represents
unsystematic risk or the premium for risk associated with assets that cannot be

diversified.

Ross (1976) shows that there is an approximate relationship between the
expected returns and the estimated f in the first step provided that the no
arbitrage condition is satisfied, i.e., the expected return increases as investors

accept more risk, assuming all assets in the market are priced competitively.
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Interestingly, APT does not specify the type or the number of macroeconomic
factors for researchers to include in their study. For example, although Ross, et
al. (1986) examined the effect of four factors including inflation, gross national
product (GNP), investor confidence, and the shifts in the yield curve, they
suggested that the APT should not be limited to these factors. Therefore, there
is a large body of empirical studies that have included a large number of
different macroeconomic factors, depending on the stock market they studied.
In this study, four macroeconomic and one stock market variable will be
included to examine their effect on stock market capitalization. Also, analysts
face the challenge of identifying factors that play a significant role in explaining
fluctuations of individual stock markets. Even though analysts can predetermine
some economic factors, their selection must be based upon reasonable theory
(Chen et al., 1986).

Asset pricing theory such as the arbitrage price theory (APT), and the
Present Value Model (PVM), illustrates the dynamic relationship between the
stock market and economic activities (Ross, 1976, and Semmler, 2006). In the
last three decades, numerous empirical studies have examined the dynamic
relationships between stock market behavior and economic activity, particularly
for developed stock markets such as the U.S., United Kingdom (UK), Germany,
and Japan; examples of pioneer studies are Fama (1981, 1990), Geske and Roll
(1983), and Chen, Roll, and Ross (1986). Related studies are different in terms
of their hypotheses and the methods used. Several studies investigated the
predictive power of stock returns for real economic activity. These studies stress
the issues of market efficiency, or the existence of the efficient market

hypothesis. A large body of research focuses on the integration of stock markets
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across economies. Other previous studies have examined the short and long run
relationship between stock prices or returns and some macroeconomic and
financial variables such as inflation, interest rate, output, etc. Within this group
of studies, some studies seek to examine local and international economic
factors that affect stock prices or returns, while others examine factors that
determine stock return volatility (Semmler, 2006). Some other explores the role
of monetary policy in responding to or altering the stock market (Sellin, 2001).

Based on the ‘intuitive financial theory’ (Maysami and Koh, 2000,
Gjerde and Sattem, 1999), our study hypothesize that macroeconomic variables
such as Money Supply M2, inflation and policy rate affect stock market
behavior.

McKinnon-Shaw (1973) criticized the dominant neo-classical monetary
theories and the Keynesian counter arguments. The neo-classical monetary
growth models postulate that high-positive interest rate have a direct impact on
savings and investment. Within this school of thought, money is regarded as a
substitute for physical assets and productive investments. Keynesian
economists on the other hand McKinnon-Shaw argue that low-interest rate
increases investment, income and eventually savings. McKinnon-Shaw (1973)
advances an argument in favor of a complementary relationship between
financial and physical assets as opposed to the substitutability theory by the
neoclassical in a critique of the Keynesian theory. Paddy (1992) contends that
macroeconomic and fiscal environment is one of the building blocks which
determine the success or otherwise of securities market. Conducive
macroeconomic environment promotes the profitability of business which

propels them to a stage where they can access securities for sustained growth.
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General theory suggests that there exist negative relationship between
stock prices & inflation. Actual inflation will be positively correlated with
unanticipated inflation, and will, ceteris, paribus move asset prices in the
opposite direction. It may be argued that the effect on the discount rate would
be negated if cash flows increase at the same rate as inflation. However, cash
flows may not go up in same proportion with inflation. DeFina (1991), among
others, suggests that the pre-existing contracts would deny any immediate
adjustments in the firm's revenues and costs. Indeed, one might argue that cash
flows should initially decrease if output prices lag input costs in response to
rising inflation. Therefore, the expected relationship between inflation and stock
prices is negative.

Fiscal deficits lead to government interference in the financial markets
with more attractive instruments that will crowd-out stocks. An increase in
government borrowing through the issuance of treasury bills affects the stock
market through investors’ re-adjustment of portfolio balances. Lower treasury
bill rates are expected to stimulate transfers of domestic funds from the money
market to the stock market. High and persistent fiscal deficits accommodated
by the issuance of high yielding but less-risky government instruments like the
Treasury bill adversely affect the demand for securities being issued by private
firms for long-term capital. High-treasury bill rates tend to encourage investors
to purchase more government instruments. Treasury bills thus tend to compete
with stocks and bonds for the resources of investors. This tends to reduce the
demand for stock market instruments and cause an eventual reduction in stock
prices. The expected relationship between stock prices and treasury bill rates is

thus negative. The impact of Treasury bill rate also affects stock market activity
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much in the same way as interest rate. Agenor (2000) captures these views by
stating that interest rate, high inflation, large fiscal deficits and real exchange
rate over-valuation are often key symptoms of macroeconomic instability which
constraints private sector investment and savings and thereby results in
inefficient allocation of resources on the exchange thereby affecting its

performance.

Empirical Literature
Education and Stock Market Development

The evidence comes from a few studies. The cross-country regressions
take the log of GDP per capita explained by average schooling and additional
control variables. The micro studies refer to individual log wage explained by
individual years of schooling, average years of schooling in a relevant
geographical area, and additional control variables. The social returns equal the
sum of the two schooling coefficients. Heckman and Klenow (1997) estimate
the externality by comparing the schooling coefficient from cross-country
regressions with those from cross-individual regressions. When they take into
account differences in technology, social returns become similar to private
returns. Rauch (1993) looks at the effect of average education on workers’
wages and finds significant externalities. However, average and own education
may be highly correlated. Acemoglu and Angrist (2000) correct for this by using
instrumental variables. A few studies in Africa have focused on estimating
external benefits of education in agriculture using the education of neighboring
farmers. A one year rise in the average secondary schooling of neighboring
farmers is associated with a 4.3 percent rise in output compared to a 2.8 percent

effect of own farmer primary education in Uganda (Appleton and Balihuta
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1996, reported in Appleton 2000). Another study finds 56 percent and 2 percent
figures for Ethiopia, but seems rather too high (Weir 1999, reported in Appleton
2000). The results overall are inconclusive.

A classic study on return to education was provided by Mincer (1974).
He looked at individual earnings as a function of years of education and also
other factors such as age and experience. He found that for white males not
working on farms, an extra year of education raised the earnings of an individual
by about 7%. The introduction of a quadratic effect in schooling and a cross-
product term between education and experience suggested a more complicated
pattern of returns but pointed to the early stages of education being more
valuable than the later stages.

Psacharopoulos (1994) provides an international survey of rates of
return to education. The figures cover seventy-eight countries. They show
returns to secondary education ranging from 42% p.a. in Botswana to only 3.3%
p.a. in the former Yugoslavia and 2% p.a. in Yemen. The largest return for
secondary education was 47.6% p.a. in Zimbabwe, falling to only 2.3% in the
former Yugoslavia. The range for tertiary education was somewhat narrower,
between -4.3% p.a. in Zimbabwe and 24% p.a. in Yemen.

Van Rooij et al (2011) also believe that individuals with high financial
literacy are found to be more likely to invest in the stock market because
financial knowledge lowers the costs of gathering and processing information
and reduces barriers to investing in the stock market. A reason for the positive
correlation between literacy and wealth accumulation might be that
knowledgeable individuals take advantage of the equity premium on stock

investments.
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Standard models of portfolio choice typically assume that fully informed
investors make rational asset allocation decisions to maximize lifetime utility.
As noted by Ellison and Fudenberg (1995), however, “economic agents must
often make decisions without knowing the costs and benefits of the possible
choices” and thus often “rely on whatever information they have obtained via
causal word-of-mouth communication.”

Mankiw et al (1992) assume that there are two types of labour, educate
and uneducated. They defined the educated labour as the proportion of the
labour force with secondary education. In the work of Maddison (1991) he
established that high levels of GDP per capita are associated with high levels of
Education some thirty years earlier. That is the effect of education on the
economy can be seen after thirty years.

It is believed that an individual is more likely to participate in the stock
market when a higher fraction of individuals in the local community are stock
market investors. In the same vain our study establishes that individual is more
likely to participate in the stock market when a higher fraction of individuals in
the local community are educated. Guiso, Sapienza, and Zingales (2004) show
that individuals who live or were born in areas with higher levels of social
capital are more likely to invest in stocks.

Financial knowledge is believed lowers the costs of gathering and
processing information and reduces barriers to investing in the stock market.
Individuals with high financial literacy are found to be more likely to invest in
the stock market (Van Rooij et al., (2011)). A reason for the positive correlation
between literacy and wealth accumulation might be that knowledgeable

individuals take advantage of the equity premium on stock investments.
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Standard models of portfolio choice typically assume that fully informed
investors make rational asset allocation decisions to maximize lifetime utility.
As noted by Ellison and Fudenberg (1995), however, “economic agents must
often make decisions without knowing the costs and benefits of the possible
choices” and thus often “rely on whatever information they have obtained via

causal word-of-mouth communication.”

Institutional Quality and Stock Market Development

The view that better institutions lead to greater financial development
and better economic performance is powerfully captured by Adam Smith in The
Wealth of Nations. This view receives support from a number of recent
empirical studies, including those by Knack and Keeffer (1995), Hall and Jones
(1999), Acemoglu, Johnson and Robinson (2001), and La Porta et al. (1998). In
addition, Rodrik, Subramanian and Trebbi (2002) present evidence that, not
only do high quality institutions contribute to economic development,
institutions are, in fact, the key determinant of economic development. In
particular, once institutions are accounted for, the role of geography and trade
in promoting economic development are negligible.

Gani and Ngassam (2008) examine the links between institutional
factors and stock market development in a sample of eight Asian countries with
developing as well as mature stock markets. The results obtained provide strong
evidence that stock market performance, diffusion of technology, rule of law
and political stability positively aid Asia's stock market expansion. On the other
hand, poor regulatory quality and government effectiveness seem to be working
against Asia's stock market development. The results support the proposition
that institutional quality is an integral part of enhancing the development of
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stock markets in a country hence institutional quality matters for stock market
development.

Analysis of the factors determining stock market performance by
Butkiewicz and Yanikkaya (2004) has found that country-specific
characteristics have important effects on growth performance. Their evidence
suggests that maintenance of institutional variables appear to improve growth
performance. These results are especially relevant for developing nations.

Critics of securities market, however, argue that markets characterized
by weak institutional control mechanisms may jeopardize investor wealth
(Khanna, 2009; La Porta et al., 1998; 1997), more so for foreign investors
(World Bank, 2005) who are likely to dispose their shares at discount prices.
This phenomenon is more pervasive in developing economies because they are
characterized by weak regulatory institutions and poor systems of corporate
governance (Hearn and Piesse, 2010).

Numerous recent studies on transition economies have emphasized the
relevance of law, judicial efficiency and the regulatory framework. See e.g.
Pistor (1999, 2000), Coffee (1999), Hooper, (2009) and La. Porta et al. (1997,
1999).

Empirical evidence suggests that better legal protection of outside
shareholders is associated with easier access to external funds in the form of
either equity or debt (La. Porta et al. (1997)), higher valuation of listed firms
(La. Porta et al. (2002)), and lower private benefits of control (Zingales, 1994;
Nenova, 1999). Moreover, it has been shown that the enforcement of law and

regulations has much higher explanatory power for the level of equity and credit
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market development than the quality of the law on the books. See Pistor et al.
(2000) and Coffee (1999).

Knack and Keefer (1995) combine the ‘institutions as rules of the game’
and ‘institutions as governance quality’ perspectives. They examine the impact
of two institutional quality indices on economic performance. The index
corresponding to the ‘institutions as rules of the game’ perspective includes
indicators such as contract enforceability, risk of nationalization, rule of law,
etc. The index corresponding to the ‘institutions as governance quality’
perspective is based on indicators such as bureaucratic quality, corruption,
bureaucratic delays, etc. The authors report that institutions protecting property
rights are significant predictors of stock market performance.

In a subsequent study, Knack and Keefer (1997a) focus on indicators of
‘institutions as rules of the game’ — namely on trust and civic cooperation
norms. The authors test for the impact of differences in trust and civic
cooperation norms on investment/GDP ratios and GDP per capita growth. They
find that both trust and civic cooperation are positively associated with per
capita GDP growth rates. The study corrects for endogeneity by using ethnic
cleavage and the number of law students as instrumental variables — i.e., as
institutional proxies that are less likely to be influenced by the level of
development itself. They find out that trust remains a significant predictor of
growth. The authors report similar results for the impact of institutions on
investment/GDP ratios.

In a similar study, Knack and Keefer (1997b) examine the impact of
institutions on a developing economy’s ability to catch up with developed

economies. They find that institutional indicators such as rule of law,
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pervasiveness of corruption, the risk of contract repudiation, etc. have
significant effect on a country’s ability to catch up. The authors conduct
robustness tests and report that institutional factors remain significant
determinants of convergence.

Kaufmann, D., A. Kraay and P. Zoido-Lopaton, (1999) also adopt an
‘institutions as governance quality’ perspective. They use six clusters of
institutional quality indicators and examine their effect on development
outcomes that include GDP per head, infant mortality and adult literacy. The
authors report a strong relationship between governance quality and
development outcomes. Their results hold irrespective whether OECD countries
are included in or excluded from the sample.

Ades and di Tella (1996), evaluates the empirical literature on the
connection between corruption and investment. Majority of the work reviewed
leads to two unequivocal conclusions: (i) corruption and judicial system quality
are associated positively; and (ii) higher levels of corruption are associated with
lower investment levels.

Clague et al (1997a) combined institutional indicators that cut across the
two types of institutions — i.e., institutions as rules of the game and institution
as governance quality. Their institutional quality indicator is a composite index
consisting of 5 ICRG variables, 4 BERI variables and a contract intensity
measure defined as contract-intensive money, measured as the ratio of the non-
currency money to the money stock (M2). The authors conduct multivariate
tests and report that all institutional measures have positive and statistically
significant impacts on investment and output growth. Other variables the

authors controlled other relevant variables are initial income levels, human
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capital accumulation, and the relative price of investment goods. The results
remain the same irrespective of whether the sample consists of all countries for
which data is available or only less developed countries.

Rodrik (2000) in his work addressed a different issue that arises both
political economy of policy design and the institutional approach to economic
performance. His findings suggest that some economic performance indicators
are positively related to democracy.

Edison (2003) found that institutions have a statistically significant
influence on economic performance, substantially increasing the level of per
capita GDP. These findings hold whether institutional quality is measured by
broad-based indicators (such as an aggregate of various perceptions of public
sector governance) or by more specific measures (for example, the extent of
property rights protection or application of the rule of law). The findings are
also consistent for all measures of institutions. Given the dominance of
institutional factors in explaining economic performance, is there a role for
policies? The results show that there is.

These results suggest that economic outcomes could be substantially
improved if developing countries strengthened the quality of their institutions.
In other words the results indicate that institutions have a strong and significant
impact on per capita GDP growth. This impact may partly reflect the role of
institutions in enhancing the sustainability of policies. On average, improving
institutional quality by one standard deviation would lead to an increase of 1.4

percentage points in average annual growth in per capita GDP.
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Osei (2006) investigates both the long run and the short run associations
between the Ghana stock market and macroeconomic variables. The paper
establishes that there is cointegration between the macroeconomic variables and
Ghana stock market. The results of the short run dynamic analysis and the
evidence of cointegration mean that there are both short run and long run
relationships between the macroeconomic variables and the index. In terms of
Efficient Market Hypothesis (EMH), the study establishes that the Ghana stock
market is information ally inefficient particularly with respect to inflation,
treasury bill rate and world gold price.

Kuwornu and Owusu-Nantwi (2011) examined the relationship between
macroeconomic variables and stock market returns in Ghana using monthly
data. Macroeconomic variables used were Consumer Price Index (as a proxy for
inflation), crude oil price, exchange rate and 91day Treasury bill rate (as a proxy
for interest rate). Full Information Maximum Likelihood Estimation procedure
was used in establishing the relationship between macroeconomic variables and
stock market returns. The empirical findings reveal that Consumer Price Index
(inflation rate) had a positive significant effect, while exchange rate and
Treasury bill rate had negative significant influence on stock market returns. On
the other hand, crude oil prices do not appear to have any significant effect on
stock returns.

Eita (2012) investigates the macroeconomic determinants of stock
market prices in Namibia. Using VECM econometric methodology revealed
that Namibian stock market prices are chiefly determined by economic activity,
interest rates, Consumer Price Index and Money Supply. An increase in

economic activity and the Money Supply increases stock market prices, while
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increases in inflation and interest rates decrease stock prices. The results suggest
that equities are not a hedge against inflation in Namibia, and contractionary
monetary policy generally depresses stock prices.

Fama (1981) argues that expected inflation is negatively correlated with
anticipated real activity, which in turn is positively related to returns on the
stock market. Therefore, stock market returns should be negatively correlated
with expected inflation, which is often proxied by the short-term interest rate.
Kaul (1990) studied the relationship between expected inflation and the stock
market, which, according to the proxy hypothesis of Fama (1981) should be
negatively related since expected inflation is negatively correlated with
anticipated real activity, which in turn is positively related to returns on the
stock market.

Spyrou (2001) also studied the relationship between inflation and stock
returns but for the emerging economy of Greece. Consistent with Kaul (1990)
results, Spyrou (2001) found that inflation and stock returns are negatively
related, but only up to 1995 after which the relationship became insignificant.

Kyereboah-Coleman and Agyire-Tettey (2008) used cointegration and
the error correction model techniques to show how macroeconomic indicators
affect the performance of stock markets by using the Ghana Stock Exchange as
a case study. The findings of the study reveal that lending rates from deposit
money banks have an adverse effect on stock market performance and
particularly serve as major hindrance to business growth in Ghana. Again, while
inflation rate is found to have a negative effect on stock market performance,

the results indicate that it takes time for this to take effect due to the presence of
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a lag period; and that investor’s benefit from exchange-rate losses as a result of
domestic currency depreciation.

Chow et al (1993) using monthly data for the period 1977-1989 found
no relationship for monthly excess stock returns and real exchange rate returns.
When repeating the exercise, however, with longer than six months horizons

they found a positive relationship between a strong dollar and stock returns.

Stock Market Determinants

Many African Countries have invested in developing domestic capital
markets as institutions for mobilizing external capital inflow and domestic
savings. The development of domestic capital market provides opportunity for
greater funds mobilization, improved efficiency in resource allocation and
provision of relevant information for investment appraisal (Black, 1988). In the
view of Osaze (1985) the activity in every stock exchange is often an indicator
of economic performance and is measured by the movement and behavior of
stock prices. Wai and Patrick (1973) argue that capital markets have generally
not contributed positively to the economic development of those countries that
created the markets. However, Arowolo (1971), contends that capital market do
contribute to economic development. There are certain key indicators of capital
market development which are generally accepted in literature. These,
according to the International Finance Corporation (IFC) (1991), are the
standard quantitative indicators of stock market development: Net increase in
Market capitalization, Number of listed companies and Trading of shares in
value terms.

Based on the foregoing, the simple indicators of capital market

development are increased breadth as measured by new listing; increased size
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as measured by market capitalization and new issues; increased liquidity as
measured by value of traded securities; and increase activity as measured by All
Share Index.

Our study can also determine stock market development by looking at
the level of shareholder protection in publicly traded companies as stipulated in
securities or company laws (Shleifer and Vishny 1997) but the study
concentrated stock market capitalization. Stock market development is more
likely in countries with strong shareholder protection because investors do not
fear expropriation as much. In addition, ownership in such markets can be
relatively dispersed, which provides liquidity to the market, (La Porta et al
1999) provide evidence for the importance of minority rights protection by
using (De Santis and Imrohoroglu, 1997) report that emerging financial markets
exhibits a conditional probability of large price changes than developed stock
markets.

(La Porta et al 1997) find that countries with lower quality of legal rules
and law enforcement have smaller and narrower capital markets and that the
listed firms on their stock markets are characterized by more concentrated
ownership. (Demirguc-Kunt and Maksimovic, 1998) show that firms in
countries with high ratings for the effectiveness of their legal systems are able

to grow faster by relying more on external finance.
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Gaps in Research

After reviewing literature, our study found that there is lack of consistent
methodological rigor and standard statistical control for the conduct of the study
on the effect of macroeconomic variables on stock market performance. The
application of different methodologies in the analysis of macroeconomic
variables has been mainly the use of econometric models such as the GMM,
Fixed and Random effects, VECM, and APTs. The use of multiple regression
analysis has been very minimal and virtually absent in emerging markets. The
case of emerging markets is even more unique considering that various
methodologies have used econometric models instead of a multiple regression
approach which this dissertation seeks to address. The study is expected to fill
the gap in the current related literature and will make significant differences in
the response of the emerging stock markets performance to change in
macroeconomic variables such as inflation, exchange rate, and Money Supply
and GDP using panel data. Advanced economies have evidence of studies in
relation to macroeconomic indicators and intuitional quality (e.g., Fama and
French 1989; Jensen, Mercer, and Johnson 1996), but there is no established
evidence of whether these indicators strongly suggests an absolute impact on
stock market performance. The case of emerging stock markets is also
inconclusive. The study also established that there are fewer studies that
examine effect of institutional quality and education on stock market
performance in emerging market. In the light of these gaps, the study explored
the relationship between macroeconomic indicators, institutional quality and

education on stock market performance in emerging stock markets.
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Conclusion

The empirical finds reveal that there is a significant relationship between
stock market returns and macroeconomic variables and institutional quality. The
study concludes that education raises the growth rate by countries and hence the
performance of stock markets. The rate of catch-up depends positively on the
number of years of education, reflecting the view that a high level of education
makes it easier to absorb best-practice technology. It is also established that
there is a strong relationship between volatility and market performance and
that trading volume can be a proxy for information flow for individual stocks,
but not for the market indices. The reason for this is asynchronous information
arrivals for each firm listed in the index.

Empirical literatures by different authors also reveal that some authors have
established a positive relationship between various macro-economic variables and
stock market performance, while others have established otherwise. Studies
conducted both locally made different conclusions. While some authors established
a weak relationship, others found a strong relationship. Yet again, some authors
established relationships only in the long-run, while others established long-run and

short-run relationship.
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CHAPTER FOUR: RESEARCH METHODS

Introduction

This chapter discusses the methodology used to conduct the study. The
chapter explains the methods to be used to collect secondary data necessary for
the study. The chapter discusses the research design used, the target population
and data collection methods. Data analysis has also been discussed in detail with
the researcher explaining the model and statistical tools that will be used to
analyse the data. Accordingly, the data were obtained from Worldwide
Governance indicators (WGI), World Development Indicators (WDI),
Statistical Bulletin and other relevant publications. The data collected are for
the period 1996 to 2011 using panel data of 41 countries. The approach taken in
this thesis is to model the impact of educational, macroeconomic and

institutional factors on stock market development in emerging markets.

Theoretical Framework

In formulating a theory of investment behavior based on the neoclassical
theory of optimal capital accumulation, a great number of alternative versions
of the theory could be considered. Reduced to its barest essentials, the theory
requires only that capital accumulation be based on the objective of maximizing
the utility of a stream of consumption. This basic assumption may be combined
with any number of technological possibilities for production and economic
possibilities for transformation of the results of production into a stream of
consumption. In selecting among alternative formulations, a subsidiary
objective must be borne in mind. The resulting theory of capital accumulation

must include the principal econometric models of investment behavior as
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specializations, but the theory need not encompass possibilities for the
explanation of investment behavior not employed in econometric work.
The essentials of a theory of optimal capital accumulation that meets this

basic objective are the following: The firm maximizes the utility of a

consumption stream subject to a production function relating the flow of output

to flows of labor and capital services. The firm supplies capital services to itself
through the acquisition of investment goods; the rate of change in the flow of
capital services is proportional to the rate of acquisition of investment goods

less the rate of replacement of previously acquired investment goods. The

results of the productive process are transformed into a stream of consumption
under a fixed set of prices for output, labor services, investment goods, and
consumption goods. These prices may be considered as current or "spot" prices
together with forward prices for each commodity or, alternatively, as current
and future prices together with a normalization factor, which may be identified
with current and future values of the rate of time discount or interest rate. Both
current and forward prices are taken as fixed by the firm. Alternatively, current
and future prices together with current and future values of the rate of interest
are taken as fixed. Under these conditions, the problem of maximizing utility
may be solved in two stages. First, a production plan may be chosen so as to
maximize the present value of the productive enterprise. Secondly, consumption
is allocated over time so as to maximize utility subject to the present value of

the firm.

77



In human capital theory education is an investment of current resources
in exchange for future returns. The benchmark mode! for the development of
empirical estimation of the returns to education is the key relationship derived
by Mincer (1974).

The view that better secondary school education lead to greater financial
development and better economic performance is powerfully captured by Adam
Smith in The Wealth of Nations where he say that abundance or scantiness
supply, seems to depend on more skills, dexterity and judgment with which its
labour is generally applied. This view receives support from a number of
empirical studies, including those by Martin (1995) demonstrate the positive
relationship between education and stock market performance. Secondary
school education does not only contribute to economic development, but in fact,
a key determinant of economic development. In particular, once secondary
school education is accounted for, the role of geography and trade in promoting
economic development are negligible. The fundamental identification issue
here is that current secondary school education is likely to be endogenous,
because rich countries can afford good education.

Having identified an appropriate instrument, this thesis regress country
level measures of economic or financial performance on secondary school
education, appropriately instrumented. Since our study is concerned about stock
markets performance of emerging country our unit of analysis is stock markets
of emerging countries under consideration in this thesis. Our approach
complements the existing literature and also offers some additional insights into
how the secondary school education effects investment decisions. The study

addresses the endogeneity issue by examining individual country level data. A
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panel data of 41 countries were used to test the hypothesis. Our model builds on
work by Gary S. Becker (1964), Mincer (1974), Sherwin Rosen (1976) and

Calderon-Rossell (1990).

Theoretical Models
Individual’s Ability to Invest and Investment

The importance of knowledge as an input in the economy is discussed
already by Adam Smith in his Wealth of Nations (1776). The acquisition of
knowledge by education was by Smith assumed to be regulated by the same
mechanisms as the accumulation of material capital.

Several fundamental concepts lie at the root of saving and investment
decisions. Three such concepts are: (i) numeracy and capacity to do calculations
related to interest rates, such as compound interest; (ii) understanding of
inflation; and (iii) understanding of risk diversification. Translating these into
easily measured financial literacy metrics is difficult, but Lusardi and Mitchell
(2008, 2011a, 2011c) have designed a standard set of questions around these
ideas and implemented them in numerous surveys in the United States and
abroad. Four principles informed the design of these questions. The first is
Simplicity: the questions should measure knowledge of the building blocks
fundamental to decision making in an intertemporal setting. The second is
Relevance: the questions should relate to concepts pertinent to peoples’ day-to-
day financial decisions over the life cycle; moreover, they must capture general,
rather than context-specific, ideas. Third is Brevity: the number of questions
must be kept short to secure widespread adoption; and fourth is Capacity to
differentiate, meaning that questions should differentiate financial knowledge

to permit comparisons across people.

79



Accordingly, it is important to understand knowledge of the stock
market, as well as differentiate between levels of financial knowledge.
Naturally, any given set of financial literacy measures can only proxy for what
individuals need to know to optimize behavior in intertemporal models of
financial decision making. Moreover, measurement error is a concern, as well
as the possibility that answers might not measure “true” financial knowledge.
These issues have implications for empirical work on financial literacy.

Theories of firm behavior almost invariably ignore the effect of
productive process itself on worker productivity, formally incorporate into
economic analysis. Many workers increase their productivity by learning new
skills and perfecting old ones while on the job. On the job training raises future
productivity but it must be noted that future productivity can be improved only
at a cost since this cost could have been used to produce current output if they
were not used in raising future output. Included in the cost is a value place on
the time and effort of trainees, the teaching provided by others, and the
equipment and materials used. By implication the amount spent and the duration
of the training period depends partly on the type of training.

Each employee is assumed to be hired for specified time period, and the
moment both product and labour markets are assumed to perfectly competitive.
If there were no on-the-job training, wage rates would be independent of its
actions. A profit maximizing firm would be in equilibrium when marginal
products equaled wages. In symbols

MP =W (1D

Where W = wages or expenditures

MP= marginal product or receipts.
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Firms would not worry too much about the relation between labour
conditions in the present and future partly because workers were only hired for
one period, and partly because wages and marginal products in the future
periods would be independent of a firm’s current behavior. It can therefore be
assumed that workers have unique marginal products and wages in each period,
which are respectively the maximum productivity in all possible uses and the
market wage rate. Equilibrium condition would be the set

MP, = W (2)
Where t refers to the t period. The equilibrium condition depends only on the
flows during that period. These conditions are altered when account is taken of
on the job training and the connection thereby created between present and
future receipts and expenditures. The set of equilibrium conditions summarized
in equation (2) would be replaced by equality between the present values of
receipts and expenditures. If E; and R, represent expenditures and receipts
during period t, and i the market discount rate, then the equilibrium condition

can be written as

n-1 R, n-1 E,

Where n represents the number of periods, and R and E; depend on all other
receipts and expenditures. This is generalization of equation (2). If training were
given only during the initial period, expenditures during the initial period would
equal wages plus the outlay of training, expenditures during other periods would
equal wages alone, and receipts during all periods would equal marginal

products. Equation (3) becomes
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n-1 R n-1
t
_Re _w 4
MP0+Z(1+i)t 0+k+Z(1+i)t @)

Where k measures the outlay on training. If a new term is defined,

n-1

O MP - W,
G‘; 1+t ®)

Equation (4) can be written as
MP, +G =W, +k (6)

Since the term k measures the actual outlay on training it does not
entirely measures training costs. Excluded is the time that a person spends on
this training, time that could have been used to produce current output. The
difference between what could have been produced MP’; and what is produce
MP, is the opportunity cost of the time spent in training. If C is defined as the
sum if opportunity costs and outlays on training, equation (6) becomes

MP'y +G=W,+C (7N

The term G is the excess of future receipts over future outlays, is a
measure of the return to the firm from providing training; and therefor, the
difference between G and C measures the difference between the return from,
and the cost of training. Equation (7) shows that marginal product would equal
wages in the initial period only when the return equals costs, or G=C; it would
be greater or less than wages as the return was smaller or greater than costs.

Firms would provide general training only if they did not have to pay
any of the costs. Persons receiving general training would be willing to pay this
cost since training raises their future wages hence the cost as well as the return

from general training would be borne by trainees, not by firms.
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Since wages and marginal products are raised by the same amount, MP,

must equal W, for all t=1,............. n-1, and therefore
n-1
G=) MR- W _ g 8
B 1+t ®

Equation (7) is reduce to
MP'y =W, +C (9
Or
Wo =MP’ —C (10)
In terms of actual marginal products
MP, = W, + k 9"
Or
Wy = MP, —k (109
According to equation (5) and (7) the equilibrium of a firm providing

training in competitive markets can be written as

n-1
MP'0+G=ZMPt—_iW‘=WO+C (11)

Where C is the cost of training given only in the initial period, MP'q is
the opportunity marginal product of trainees, W, is the wage paid to trainees
and W, and MP, are the wage and marginal product in period t.

Since MP’, measures the marginal product elsewhere and W, would
measure the wage elsewhere of trainees, MP', = Wj,. As a consequence G = C,
or in full equilibrium, the return from training equals costs.

It must be noted that the equality between wages and marginal product
in the initial period involves opportunity, not actual marginal product. The next

point is that even if wages equaled marginal product initially, they would be less
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in the future because the differences between future marginal products and
wages constitute the return to training and are collected by the firm.

If G is the present value of the return from training collected by firms,
the fundamental equation is

MP'+G=W+C (12)

If G' measures the return collected by employees, the total return G,
would be the sum of G and G'. In full equilibrium the total return would equal
total costs, or G = C. Let “a” represent the fraction of the total return collected
by firms. Since G = aG" and G' = C, equation (12) can be written as

MP'+aC=W+C (13)

Or

W=MP' —(1-a)C (14)

Employees pay the same fraction of costs, (1 —a) as they collect in
return, which generalizes the results obtained earlier. For if training were
completely general, a = 0, and equation (14) reduces to equation (10); if firms
collected all the return from training, a = 1, and equation (14) reduces to
MP', = Wp; if 0 < a < 1, none of the earlier equations are satisfactory.

In this thesis G is the measure of ability of individual to invest. This is so

because returns correlate positively with ability of individual to invest (E).

Institutional Quality and Investment

Institutions have two aggregate effects on stock market performance; a
market-creating effect and a market-deepening effect. The market-creating
effect captures the extent to which existing institutions encourage/support the
emergence and growth of markets where economic actors can engage in

mutually beneficial economic activities. The higher the institutional quality is,
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the lower are the transaction costs, the higher are the transaction volumes, and
the higher is the probability that economic actors will extend their activities into
new areas or sectors. The overall result is an expansion in the set of mutually
beneficial economic activities and an increase in stock market performance.
This result is underpinned by institutional quality that encourages
trust/cooperation, higher levels of contracting, and provides incentives for
investment in human as well as physical capital.

The market-deepening effect, on the other hand, refers to increased
efficiency of the existing markets in which economic actors interact and
conclude mutually-beneficial contracts. This effect is felt as a result of improved
public and private governance quality, which enables economic actors to secure
higher overall returns on a given volume of contracting. In other words, quality
institutions lead to higher levels of governance quality that is conducive to: (i)
reduced risks of coordination failures and agency problems; (ii) lower incidence
of externalities and market failures; and (iii) improved policy credibility and
reduced macroeconomic volatility.

As the quality of governance-supporting institutions increases,
economies will be less likely to suffer welfare losses that arise from resource
misallocation and distortions.

This literature suggests that it is possible to associate the two effects of
the institutions with two institutional types. Type I corresponds to institutions
covered by the ‘rules of the game’ and the ‘cooperation-supporting institutions’
definitions introduced above. Type I institutions include the ‘institutions of
property rights’ and ‘conflict resolution institutions’ suggested by Rodrik

(2000). The quality of Type I institutions can be measured by the quality of the
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following indicators: rule of law, contract enforceability, risk of expropriation,
power and accountability, judicial competence and impartiality, and trust. Type
Il institutions, on the other hand, correspond to ‘institutions as governance
structures’ definition and include the remaining 2 categories suggested by
Rodrik (2000): regulatory institutions and stabilization institutions. The quality
of Type Il institutions can be measured by the quality of the following
indicators: bureaucratic/government efficiency, policy predictability, company
law and corporate governance regimes, and transparency/accountability.

To be able to visualize the impact of institutional quality on cross-
country differences in stock market performance over time, the study proposes
a diagrammatical model depicted in Figure 19 below. Our model is based on
standard assumptions in economics — namely that economic actors are rational
and try to maximize utility under certain constraints. The information available
to economic actors may not be perfect, but the actors will take account of the
existing information and respond to new information that becomes available. In
the model, the quality of institutions and institutional change are considered as
information signals to which the utility-maximizing economic actors respond in
a rational way. The study conceptualize the impact of Type I institutions on
stock market performance as a ‘market creating effect’. In other words, Type |
institutions encourage better stock market performance by creating new
incentives for contracting between economic actors who seek to exploit
mutually beneficial economic opportunities. The market-creating effect can be
traced over three stages. In stage 1, Type [ institutions delineate the society’s
incentive and sanction framework. In other words, they provide information

about the range of actions that are encouraged or discouraged, and the likely
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rewards or costs associated with such actions. In stage 2, the information about
incentives and sanctions delineates the level of contract intensity, the level of
trust, the incidence of economic/political conflict, and the level of incentives for
investment in physical and human capital. Finally, in stage 3, contract and
investment intensity affects stock market performance, which can be measured

as GDP growth rates and/or GDP per capita levels.

Quality of Type 1
institutions N\ Institutions

Institutions as
‘govermnance
quality’

Institutions as
‘rules of the game’

IMPACT ON IMPACT ON
\ 4 '
. : FEEDBACK Public policy and
Incentive / sanction EFFECT corporate behaviour
structures
T |
IMPACT ON IMPACT ON
* Trust / cooperation « Coordination
» Contract intensity * Regulation
« Capital investment * Stability
« Investment in human capital « Conflict resolution
Marketm Stock Market /
effect on Performance Market-deepening
effect on

Source: Mehmet Ugur (2010) modified by researcher
Figure 19 Model of Institutions and Stock market performance

The effect of Type II institutions, on the other hand, is conceptualized
as a ‘market-deepening effect’. Put differently, better Type Il institutions enable
economic actors to secure higher returns on their economic activities — either
because of the predictability of the governance frameworks or because of the
limits they impose on collectively sub-optimal courses of action. Again, the

market deepening effect can be examined in three stages. In stage 1, governance
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quality affects the quality of public policy, including its regulatory and
stabilization dimensions. In stage 2, public and private governance quality
affects the quality of the regulatory frameworks and corporate governance
regimes within which economic actors interact with each other. While the
quality of the public policy reduces policy-induced uncertainties and risks, the
quality of the regulatory frameworks reduces the risks associated with agency
problems, coordination failures, and rent-seeking. Finally, in stage 3, the quality
of regulation, coordination, and governance affects stock market performance.

Although the distinction between ‘market-creating’ and ‘market-
deepening’ effects is a useful analytical construct, our study must indicate that
the two effects are not mutually exclusive. In other words, our study can be
expected to have both market creation and market enhancement effects within
each of the channels in the model above. However, our study should also
indicate that Type I institutions (the lefi-hand channel) tend to generate
predominantly market-creating effects whereas Type I institutions (the right-
hand channel) tend to generate predominantly market-deepening effects. This is
because Type I institutions tend to delineate the incentive structure faced by
economic actors, whereas Type II institutions tend to determine the efficiency
with which the contracts for employment, supply or credit are implemented.
Yet, this distinction becomes less relevant when aggregate measures of
institutional quality are used for estimation purposes.

The third point to be made about the proposed model is that stock market
performance has feedback effects on institutional quality. As the study portray
in the discussion of empirical findings, the feedback effect can occur for two

reasons. On the one hand, higher levels of stock market performance enable
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societies to afford the development and implementation costs associated with
new institutions. To the extent that this is the case, stock market performance
would have a direct feedback effect on institutional quality. On the other hand,
stock market performance is likely to have an indirect (or perception) effect on
institutional quality because of the way in which institutional quality data is
collected. Institutional quality data is usually collected via surveys of economic
actors, whose perceptions of existing institutions are likely to be influenced by
how well the economy is performing at a given time. The proposed model
suggests that the study should isolate the direct and indirect feedback effects
when our study examine the impact of institutions on stock market performance
over time. As observed in the cross-country empirical studies, the feedback
effect (i.e., the endogeneity problem) can be tackled by the use of appropriate
instruments or proxies that are less likely to be influenced by stock market
performance. In time series analysis, such instrumentation can be introduced by
taking lagged values of the institutional quality indicators.

Institutional Quality can act as an effective deterrent against host
government interference with investments, thereby deterrence value embedding
in the project investment insurance. In addition, Institutional Quality provides
leverage value to the project; equivalently it is able to facilitate the assembly of
project financing. For example, the tenors provided by the Institutional Quality
enables the lenders to extend the terms of their loans and improve the project’s
amortization, in which long-term debt financing is often critical to the project’s
continuation. Weak institutional quality is the exposure of investors risk as a

result of politically and socially generated change.
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The investor is the party to make decision on which country/region to

invest. d is a variable measuring the institutional quality of the invested country.
When d increases, the risk of investment increases. There are several possible
measurements for d. In this empirical chapter the extremity of the institutional
quality indicator range is approximately -2.5 and 2.5 with lower values
representative of poorer institutional quality scores.

The study employed utility theory to derive the equilibrium which
maximizes the investor’s expected utility by modifying West (1996) model.

Let P be the premium for strong institutional quality, L the loss for weak
institutional quality, 7 the probability that a loss event happens, C the
compensation for the loss event. r is the expected return on investment the
investor makes. The expected utility of the investor is the following:

VW) = n(d). U[W + 1(d).7(d) = P(n(d), C(d)) — L(d) + C(d)]

+ (1= n(@)U[W + 1(d).7(d) — P(n(d), C(d))] (15)
subject to € < L, and C is subject to policy maximization. When C = L, the
investor is assure of strong institutional quality. W - I is the wealth that the
investor retains, 1 is the amount of the wealth invested in the country with strong
institutional quality d. At the end of the period, if weak institutional quality is
assured and no loss occurs, the wealth of the firm is (W —D+ 1 *(1+r) =W+ 1
* . And, V (W) >U(W) . Otherwise, the investor would not invest in country.

There are some conditions from the model:

op 9P _ _dP
d‘ o=V, UT =
P(n()C(d))=6">oaC>oad>0 (16)
ar
rd)=20 17

Since weak institutional quality affects the probability of loss and strong

on . .
— > 0, is the inverse of

institutional quality affects the amount of loss, then 32 2
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e . L . . e
weak institutional quality and 52 = 0 is the inverse of strong institutional

quality. As a result, through the creation of the institutional quality index d, the
model implicitly takes into account the effect of institutional quality.

The investor achieves the utility maximization by determining which
country to invest given that countries’ institutional quality. For simplification,
let L =k xIandC = f x L = k = f » I where k is constant and f is
institutional quality coverage which depends on d. Both k and f should be less
than or equal to one. Therefore, the simplified model is

vw) = n(d). UW + 1(d). [r(d) — k(1 — £)] = P(m(d), 1(d))} + (1 — m(d)U[W +
I1(d).r(d) — P(n(d), 1(d))] (17
P(n(d),1(d)) = %; > o,:—}; > O'Z_S =0 (18)
f(d) => > 0 (19)
Let 0 state be the no loss state and / be loss state. With respect to the institutional
quality of invested country, d, the investment amount, /, the minimum required

return on the investment given the existence of institutional quality, 7, and £, the

investors can achieve the utility maximization using the following first order

conditions.
‘;—Z = n(Uy — Up) + [nU, + (1 — m)Uj) (l.r‘ +1r —%}:-1‘:—2—1;1" -3—; )
+r U k(I(f -1 +1f]=0 (20)
The study also assume that 22 a 5 =0, Zlf = O,ad2 =0 andﬁ = 0. This implies

that the variance of investment return increases as the risk of institutional quality

of the country increases.

‘ N N X

=m U [Ir+ 18+ k(If +1f)] + (1 = m)0o(ir + I
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The first and the second terms in the left hand side of Equation (21) are
the cost of inverse weak institutional quality and the one of inverse strong
institutional quality, respectively. This equation shows that the marginal cost
from decreasing utility due to increasing d should be equal to the marginal gain

from decreasing the probability of loss.

v aP aP
—‘,)7=7t01[(r—k+kf)]—31-]+(1—n)Uo(r—E-)=0
éﬂ_nl]l(r—k+kf)+(1—1t)0or_ (=k+kf)
= al - TIU1 + (1 - 71')00 =T 71'01 + (1 - 71')00 (22)

The price of institutional quality should go up as the investment amount
increases. From Equation (22), it is expected to get the lower bound of the
expected rate of return:

. 0. k.(1—f)
- TI'UI + (1 - 71')00

(23)

As mentioned earlier, the firm views investment as a project and
evaluate the expected return corresponding to the hurdle rate to determine
whether the project should be taken; the minimum expected return on the project

(overseas investment) has to satisfy Equation (23) so that the value of

Uy.k.(1- . . . . .
E?U—IIT(]L-}% can be viewed as the hurdle rate embedded in the project with which

the expected returns are compared. In addition, increasing £, the investor would
require less expected rate of return. As long as the expected rate of return is
greater than zero, investor will go for this investment opportunity when

countries have strong institutional quality.
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Macroeconomic variables and Investment

One way of linking macroeconomics variables and stock market returns
is through arbitrage pricing (APT) (Ross, 1976), where multiple risk factors can
explain asset returns. The g approach to the transmission mechanism increases
the macroeconomic significance of stock markets which now take on an
important role in managing the process of capital accumulation. Early empirical
studies on APT focused on individual security returns (for selection of relevant
studies see Fama, 1981, 1990; Fama and French, 1989; Schwert, 1990; Ferson
and Harvey, 1991; and Black, Fraser, MacDonald, 1997). It is also used in an
aggregate stock market framework, where a change in a given macroeconomic
variable could be seen as reflecting a change in an underlying systemic risk
factor influencing future returns. Most of the empirical studies on APT theory,
linking the state of the macro-economy to stock market returns, are
characterized by modeling a short run relationship between macroeconomic
variables and the stock price in terms of first difference, assuming trend
stationarity (Andrew and Peter, 2007).

Portfolio optimization problems under partial information are becoming
more and more popular, also because of their practical interest. They have been
studied using both major portfolio optimization methodologies, namely
Dynamic Programming (DP) and the “Martingale Method”(MM). While DP has
a longer tradition in general, also MM has been applied already since some time
for the cases when the drift/appreciation rate in a diffusion-type market model
is supposed to be an unknown constant, a hidden finite-state Markov process,
or a linear-Gaussian factor process. Along this line are the papers Lakner, P.,

(1995 and 1995 and, more recently Sass, J. and Haussmann, U.G., (2004). The
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study considers the portfolio maximization problem under a hidden Markov
setting, where the coefficients of the security prices are nonlinearly dependent
on economic factors that evolve as a k-state Markov chain.

Let us consider a market model with N + 1 securities (2, Sp) =
(2,8, .o o .,SN)*, where S* stands for the transpose of the matrix S, and an

economic factor process X, (GDP, Consumer Price Index and Money Supply)

which is supposed to be finite state Markov chain taking its values in the set of
the ordinary differential equation:
ds? = r(t,5,)s0dt, SJ=S5° (24)
Where r(t, S) is a nonnegative, bounded and locally Lipschitz continuous
function in S € RY ={(x%x% ..., x"); x' 20,i=1, 2, ..N}. The other
security prices SLi=1,2..N, are assumed to be governed by the following

stochastic differential equations:

dsi = SHal(t, X, S)dt + Sy bi(t, $)dW/}, (25)

where a' (t,X,S) and b} (t,S) are bounded and, for each t and X, locally
Lipschitz continuous functions in S, b is uniformly non degenerate, i.e.
z*bb*z = c|z|?, vz € RN,3c > 0and W, = (Wtj)j=1,mN is an N - dimensional
standard Brownian motion process defined on a filtered probability space

(Q, F,F, P) and is independent of X;. The Markov chain X; can be expressed

in terms of a martingale M, of the pure jump type, namely

dX, = A(t)X,dt + dM,, (26)
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where A(t) is the Q matrix (transition intensity matrix) of the Markov chain and
¢ is a random variable taking its values in E. Set
G, =0(Sy;ust)
and let us denote by kL, (i = 0,1, ..., N) the portfolio proportion of the amount
invested in the i security relative to the total wealth V; that the investor
possesses. It is defined as follows:
(R, h) = (hQ, ki, .......,hY)" is said to be an investment strategy if the
following conditions are satisfied;
i) h is an RN valued G, - progressively measurable stochastic process such that
N hi+hi=1

if) P(f] |hs|2ds < 00) =1

The set of all investment strategies will be denoted by H(T). When
(h?,(h)0 <t <T € H(T) itis often writeash € H (T) for simplicity.
For given h € H(T), and under the assumption of self-financing, the wealth

process Vy =V, (h) satisfies

@V, <O, ,dSt
V=2
t o S¢
m m
= (e, S)de+ ) hifal(t, Xe, S)dt + > bice, sdw,
=1 =1
k Vo =V

Taking into account i) above, V; turns out to be the solution of

t

av,
7‘- = r(t,S,)dt + hi(a(t, X,S;) — r(t,Sp)1)dt + hib(t,S,)dW,
Vo =7,

where1l = (1,1,...,1)
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Our problem is the following. For a given constant p < Lu+0
maximize the expected (power) utility of terminal wealth up to the time horizon

T, namely
1 1
Jw; by T) = ;E[Vr(h)"] = ;E[e’”og T ], (27)

where h ranges over the set A(0, T) of all admissible strategies.

The study considers here the maximization problem with partial
information, since the economic factors X, (in this case Consumer Price Index,
Money Supply and gross domestic product) are in general not directly
observable and so one has to select the strategies only on the basis of past
information of the security prices which are influenced by economic factors.

No satisfactory theory would argue that the relation between financial
markets and the macroeconomics is entirely in one direction. However, stock
prices are usually considered as responding to external forces. By the
diversification argument that is implicit in capital market theory, only general
economic state variables like inflation, Money Supply and GDP will influence

the pricing of large stock market aggregates.

Research Design and Rationale

Multiple linear regression models are often specified with an
innovations process that is known to be either heteroskedastic or autocorrelated
(nonspherical). If other regularity conditions of the Classical Linear Model
(CLM) continue to hold, OLS estimates of the regression coefficients remain
unbiased, consistent, and, if the innovations are normally distributed,
asymptotically normal. However, the estimates are no longer efficient, relative

to other estimators, and t and F tests are no longer valid, even asymptotically,
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because the standard formulas for estimator variance become biased. As a result,
the significance of the OLS coefficient estimates is distorted.

The usual prescription for such cases is to re-specify the model,
choosing alternate predictors to minimize nonspherical characteristics in the
residuals. However, this is not always practical. Predictors are often selected on
the basis of theory, policy, or available data, and alternatives may be limited.
Lagged predictors, used to account for autocorrelations, introduce additional
problems. For this reason the study explore explores two approaches that
acknowledge the presence of nonsphericality.

The first approach is to use heteroskedasticity-and-autocorrelation-
consistent (HAC) estimates of OLS standard errors. OLS coefficient estimates
are unchanged, but tests of their significance become more reliable. The second
approach modifies the OLS coefficient estimates, by explicitly incorporating
information about an innovation covariance matrix of more general form than
o?1. This is known as Generalized Least Squares (GLS), and for a known
innovations covariance matrix, of any form. Unfortunately, the form of the
innovations covariance matrix is rarely known in practice. Feasible Generalized
Least Squares (FGLS) procedure which estimates the innovations covariance
matrix using specified models, before applying GLS to obtain regression
coefficients and their standard errors.

Based on the recommendations of Xiao and Phillips(2002) and
Westerlund (2005), the study estimates the panel cointegration regression using
DOLS. DOLS estimator has been made to be asymptotically unbiased, so that
error term can be used in the residuals cointegration without the problems of

nuisance parameters. This makes DOLS to be more efficient and unbiased
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estimator as compared with OLS (Xiao and Phillips, 2002). To correct for
heteroskedasticity and serial correlation of the errors the study uses Newey-

West technique.

Empirical Models
Education

The relevant empirical proxy for ability of individuals in a country is
secondary school enrolment. The use of this variable deserve cautious treatment
since, Education is endogenous to stock market development. This is because
there may be some omitted variables that correlate with both knowledge and
stock market development. It also believed that the relationship may suffer from
simultaneity (or reverse causality). Secondly, education is a policy output
variable and therefore further caution is called for before thinking of it as an
explanatory variable determining another output.

Indeed, as Rodrik (2005) argued, if it fail to distinguish policy effort
from policy outcomes when measuring potential growth determinants the study
is unlikely to learn much from our estimation efforts. Campos and Horvath
(2006), in drawing the distinction between policy inputs and outputs, give
further support to this argument, while Loyaza and De Soto (2002) is also
consistent with this line of reasoning. In this spirit, the study argues that
Education is associated with the stock market variables and macroeconomic
stability variables and that the direction of causation is from the latter to the
former. By this the study cannot consider Education as exogenous policy tool
(Campos and Horvath 2006; Falcetti et al 2006).

Our study adopt Cadeleron-Rossell (1990) behavioural structural model

to estimate the effect of secondary school education on stock market
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performance. Empirical model one will include secondary school education. In
this thesis the study create a probabilistic model by starting with a deterministic
model that approximates the relationship the study wants to model. That is the
relationship between independent variables (GDP, Education, and the
interaction of GDP and education) and dependent variable (stock market
capitalization).

SMC;z = o + B1Eir + B2GDPy + e (28)

Where SMC is stock market capitalization relative to GDP, and y;; is
the white noise or the error variable accounting for model misspecification,
omitted variables etc. The error accounts for all the variables, measurable and
immeasurable, that are not part of the model. GDP is the measure of economic
growth and they are in thousands of US dollars. The independent variable E
measures the ability of citizenry to investment properly in an economy. This
variable is measured using secondary school enrolment on yearly bases.

The study also run another model of equation 28 by introducing the
interaction effect of GDP and Education on the relationship in equation 28 to
determine whether the interaction have significant effect on the relationship.

SMCyt = Bo + B1Eir + B2GDPy + B3GEy + it (29)

The problem objective addressed by the model is to analyze the
relationship between GDP, Education and stock market capitalization. To
define the relationship, our study needs to know the value of the coefficients
Bo.B1,P2 and B3 in the case of model 1 of equation 28. However, these
coefficients are population parameters, which are almost always unknown.

However, because these parameters represent coefficients of a straight

line their estimators are based on drawing a straight line through the sample
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data. The straight line that the study wish to use to estimate fBg,B1,B2 and B3
is the “best” straight line. Best in sense that it comes closest to the sample data
points is called the least square line. The coefficients are calculated so that the
sum of squared deviations is minimized. This best straight line, called the least
squares line, is derived from calculus this gives us our model one as shown
below;
Model 1
SMC;, = bg + byEix + byGDPye + b3(E X GDPy) + &t 29"
bg, by, b2 b3 > 1;

Where GE is the interaction of Education and GDP. The interaction
effect here is to test whether the effect of GDP on stock market is influenced
by education at a=0.05. The aprior signs based on theoretical literature
should be by > 0;by > 0; b, > 0; b3 > 0. Psacharopolous and Layard
(1979) postulated a positive relationship between education and
performance. An increase in GDP is an indication of increase productive
activities of firms and our study expect the values of firms to increase with
GDP.

Since the study do not need the assumption of homoscedasticity for OLS
to be unbiased, our study uses OLS with heteroskedasticity to run the
regression while maintaining the assumption no autocorrelation. The
presence of heteroskedasticity, the statistical inference would be biased, and
t-statistics and F-statistics are inappropriate. Instead, the study would use
robust standard errors and heteroskedasticity-robust Wald statistic for t-

statistics and F-statistics respectively.
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The study then test for auotocorrelation. The implication of serial
correlation (auotocorrelation) on OLS is the same as heteroskedasticity.
James Durbin and G.S. Watson proposed testing for correlation in the error
terms between adjacent observations. In our data generating process (DGP),
the study assumes that the strongest correlation exists between adjacent
observations (first order serial correlation (cov (g &w1)). To test for first-
order serial correlation, the study ask whether adjacent &’s are correlated.
As usual, the study will use residuals to proxy for €. The study base the tests
of serial correlation AR(1) model on the regression residuals. An
autoregressive process of order one, also known as a first-order Markov
process: uy = pus_g + v;,|p| < 1 where the v, are uncorrelated random
variables with mean zero and a constant variance. To diagnose
autocorrelation our study uses the estimated residuals. The resulting slope
estimate is a consistent estimator of the first-order autocorrelation
coefficient p of the u process. Under the null hypothesis, p = 0, so that a
rejection of this null hypothesis by this Lagrange Multiplier (LM) test
indicates that the disturbance process exhibits AR(1) behavior. If the study
diagnoses the presence of auotocorrelation the study runs the regress using
OLS with serial correlation.

Model 1 difference, looks at the variables in difference and expect the
same aprior signs. If the study test the variables at 0=0.05 and they are not
stationary the study then find the first difference of (28’) and (29°) and they
come;

ASMC;; = by + biAE; + b,AGDPy + &, (28')

bo, bl' bz > 1;

101



ASMCit = bo + blAEit + bzAGDPu- + b3A(GDPlt X Eit)
+ Eit (29")
bo, bl' bz, b3 > 1;

Although the ordinary least squares (OLS) estimator is consistent in the
presence of a serial correlation in the error term, it is also well known that it
contains the second-order bias. The study focuses on the dynamic ordinary
least squares (DOLS) estimator instead since serial correlation and the
endogeneity can also be corrected by using DOLS estimator. The study then
also correct for heteroskedasticity and serial correlation using Newey-West

estimation technique.

Institutional quality

From the theoretical model which is the modifying West (1996) model,
the study have the general econometric model used in the empirical chapter as
follows.

SMCit = Bo + B1GDPy + B,1Q;¢ + B,GDPy X 1Q¢ + £4¢] (30)

Where SMC;, is stock market capitalization relative to GDP, S, is the
intercept, and &; is the white noise. GDP is the gross domestic product in
millions of US dollars. IQ is institutional quality variables made up of control
of corruption, voice and accountability, rule of law, regulatory quality political
stability, and government effectiveness. GDP;; x 1Q;; in the interaction of GDP
and institutional quality (IQ).

Our study runs the model below using OLS and FGLS techniques for
the variables in levels.

SMCy = Bo + B11Qi + B,GDPy; + &) (31)
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To determine the effect of the various elements of institutional quality
(IQ) on stock market development the study runs the various elements one at a
time as shown in equation 32 to 37 below. Our study did not run all the elements
together because of the possibility of multicollinearity problem. The study also
test for presences of heteroskedasticity at o (0.05) that is the assumption that the
errors or disturbances have the same variance across all observation points out
that our study uses robust standard errors. To correct for heteroskedasticity the
study used the robust standard error in the estimation of the parameters
assuming no serial correlation.
SMC;z = Bo + B1CCi¢ + B2GDPyy + B3(GDPye X CCy) + & (32) model 2 CC
Bo: B1: B2, B3 > 1;
SMC;; = Bo + P1VAir + BoGDPy + B3(GDPy X VAy) + £ (33)model 2 VA
Bo: B, B2, B3 > 1;
SMC;; = Bo + BiRLi + B,GDPy, + B3(GDP; X RL;,) + & (34)model 2 RL
Bo: 1, 82,83 > 1;
SMCiy = Bo + B1RQi¢ + BGDPy + B3(GDP; X RQy) + &;¢ (35)model 2 RQ
Bo. b1, B2, B3 > 1;
SMCy = Bo + B1PSit + B,GDP;; + B3(GDP; X PSi) + € (36) model 2 PS
Bo b1, B2, 83 > 1;
SMC;; = Bo + PLGE; + B,GDP; + B3(GDP;y X GEj¢) + & (37)model 2 GE

Bo, B1, 82,83 > 1;

The study test for the panel unit root test of the variables and if they fail
to be stationary at a of 0.05 the study finds the first difference of the variables
and that gives the models below;

ASMC;y = Bo + BiACCy + B,AGDPy + B3(AGDPy X CCyp) + &5 (32")

Bo, B1, B2, B3 > 1;
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ASMC;y = Bo + B1AVA; + @1AGDP;, + 92(AGDP; X VAi) +&: (33)

Bo: B1, B2, 83 > 1;

ASMCi; = Bo + B1ARLy + B2AGDP; + B3(AGDPye X RLiy) + & (34)

Bo B1. B2, B3 > 1;

ASMC;e = Bo + B1ARQ;: + B2AGDPy + B3(AGDPy X RQye) + &it (35)

Bo, B1, B2, B3 > 1;

ASMC;; = Bo + B1APS; + B2AGDP; + B3 (AGDPy X PS;) + & (36")

Bo.B1, B2, 83 > 1;
ASMC; = o + B1AGE; + B, AGDP;, + B3(AGDPy X GE;;) + &;¢ 37"

Bo B1, B2, B3 > 1;

Where CC is control of corruption; GCC is interaction variable of GDP
and control of corruption; VA is Voice and accountability; GVA is interaction
variable of GDP and Voice and accountability; RL is Rule of law; GRL is
interaction variable of GDP and Rule of law; RQ is Regulatory quality; GRQ is
interaction variable of GDP and Regulatory quality; PS is Political stability;
GPS is interaction variable of GDP and Political stability; GE is Government
effectiveness; and GE is interaction variable of GDP and Government
effectiveness. Our study expects positive relationship between 1Q and or
elements of 1Q and MSC. IQ boosts confidence of investors and potential
investors in the stock market hence the positive relation is expected from the
elements of IQ and SMC.

For each model also the study introduces the interaction effect of GDP
and 1Q elements. The interaction means that the effect of IQ on stock market
capitalization is influenced by the value of GDP. The interaction variables are
control of corruption and GDP (GDP xXCC); voice and accountability and GDP

(GDP xVA); rule of law and GDP (GDP xRL); regulatory quality and GDP
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(GDP xRQ); political stability and GDP (GDP XPS); and government
effectiveness and GDP (GDP XGE). The techniques used to estimate the
coefficients of the linear regression model are the DOLS and Newey West. The
study runs these models using DOLS technique since serial correlation and the
endogeneity can also be corrected. The study then also correct for
heteroskedasticity and serial correlation using Newey-West estimation

technique.

Macroeconomic variables and stock market development

Flick (2009) notes that Descriptive research design has become widely
accepted in the field of finance and economics since it is proving to be very
useful in policy evaluations. The study followed a descriptive research design
to describe the performance of the stock market in emerging economies.
Descriptive research design is a statistical method that quantitatively
synthesizes the empirical evidence of a specific field of research. According to
Groves (2004) descriptive technique gives accurate information of persons,
events or situations. The study sought to investigate the determinants of stock
market performance in 41 emerging economies.

For the purpose of this empirical study, the unit of analysis is the 41
emerging economies stock market. In this chapter, the study draws upon theory
and existing empirical work as a motivation to select a number of
macroeconomic variables that the study might expect to be strongly related to
the real stock price. The real stock price depends upon the expected stream of
dividend payments and the market discount rate. Hence, any macroeconomic
variable that may be thought to influence expected future dividends and/or the
discount rate could have a strong influence on aggregate stock prices. The
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macro-economic variables selected as explained under theoretical model of this
chapter are; Money Supply (MS) and Consumer Price Index (CPI). The
objective here is to test the effect of economic growth measured by GDP, and
macroeconomic variables (MS, and CPI) on stock market capitalization of
emerging economies. In this thesis, the study will draw upon theory and existing
empirical work as a motivation to select a number of macroeconomic variables
that the study might expect to be strongly related to the real stock price.

In this study, the study adopted and modified the model used by Sangmi
and Mubasher (2013). They used time series data on macroeconomic variables
and stock indices collected from the annual reports of the Reserve Bank of India
for the period April 2008 to June 2012. They expressed Stock Market Index
(SMI) as a function of selected macroeconomic variables. The model used by
Sangmi and Mubasher (2013) is modified for this thesis. In this empirical
chapter least squares regression and FGLS are again considered due to the
numerous advantages that they have over other estimation techniques when the
variables are in levels.

From equation 38 the analytical model for the macroeconomic
determinants of stock market performance is depicted by the modified model of
Sangmi and Mubasher (2013) which is model 3.

SMC;, = By + BGDP;, + B,MS;; + B3CPI; + & (39)

Where SMC;, is the stock market capitalization growth rate
GDP; , is Gross Domestic Product. It is a proxy for economic development. It
is parity rate.
MS; ; is the Money Supply. It is a proxy for banking sector development. It is

measured in millions of US dollars.
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CPI,, is a proxy for macroeconomic stability. It is an index of parity rate.

Our study interact GDP with all the other macroeconomic variables one
at time to determine the actual effect of these variables on stock market
performance. The study runs the models below and test the significance levels
at 0=0.05 using different Robust OLS and FGLS respectively.

SMC;e = Bo + B1GDP; + B2MS;; + B3CPlye + &;¢ (40)

BoB1.B2>1 B3<1

SMC;e = Bo + B1GDPy; + BoMS;; + By (GDPy X MS);e + &, (41)
Bo.B1, B2 > 1
SMC;; = Bo + B1GDPy + B3CPI; + B1(GDPy X CPI) + &, (42)
BoB1>1 Ba<1

Where (GDPxMS) is the interaction of GDP and MS, (GDPxCPI) is the
interaction of GDP and CPI.

Our study estimates the parameters using OLS technique. The least
squares method produces the best straight line. However, there may in fact be
no relationship or perhaps a nonlinear relationship between GDP, CPI, MS and
stock market capitalization hence a straight line is likely to be impractical. The
study assesses how well the linear model fits the data. A model results in
predicted values close to the observed data values. The fit of a proposed
regression model should therefore be better than the fit of the mean model. The
study assume that the errors or disturbances have the same variance across all
observation points. When this is not the case, the errors are said to be
heteroskedastic and our study corrects the model by using robust standard error
to determine the significance of the parameters of interest.

The test of significance (¢=0.05) for this model sought to establish the

determinants of stock market performance in emerging economies. Our study
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uses inferential statistics such as the Pearson Product Moment correlation
coefficient R2 and the coefficient of determination R of the data set as well as
p-value and F-test statistics.

The general use of differencing has been found to reduce the possibility
of spurious regression results [Philip (1986)]. Studies by Adams (1992);
Anyanwu and Udegbunam (1996) conclude that first-differencing achieves
stationarity of variables and thus reduces the possibility of spurious results.
Based on the suggestions of the above studies, and to roughly gauge the
robustness and consistency of our estimation results, the regression Equation 39
is also estimated in first difference form. Differencing Equation 39 yields the
following equations below, which give us model 3. The stationarity of the
variables are tested at 0=0.05 significance level. The study estimate the
variables in first difference using both Dynamic OLS, and Newey-West
techniques respectively.

ASMCy; = Bo + By AGDP; + B,AMS; + BsACPIy + i (40")
BoB1B2>1 PB3<1
ASMC;; = Bo + B1AGDP; + B,AMS;, + +B, (AGDP; % AMS;,) + &, (41)
Bo,B1, B2 > 1
ASMC;, = Bo + B1AGDP; + B3ACPI; + B1(AGDP X ACPIy) + &, (42"

Bo,B1,>1; Ba<1

ASMC;; = Bo + B1AGDP; + B,(AGDP; X AEXCH;) + &  (43)
BOI Blr > 1;

The techniques used to estimate the coefficients of the linear regression
model are the DOLS and Newey West. The study runs these models using

DOLS technique since serial correlation and the endogeneity can also be
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corrected. The study then also correct for heteroskedasticity and serial
correlation using Newey-West estimation technique.

The dependent variable is the Stock Market performance. This measure
equals the stock market capitalization divided by GDP. The assumption behind
this measure is that overall market size is positively correlated with the ability
to mobilize capital and diversify risk on an economy-wide basis. This is
consistent with Kemboi et al. (2012), Yartey (2008) and Levine and Zervos
(1998).

Based on theory underpinnings discussed in the literature reviewed
above, the study hypothesizes a positive or negative relation between MS and
SMC. The effect of Money Supply on stock prices can be positive or negative.
Since the rate of inflation is positively related to money growth rate (Fama,
1981), an increase in the Money Supply may lead to an increase in the discount
rate and lower stock prices. However, this negative effect may be countered by
the economic stimulus provided by money growth, which would likely increase
cash flows and stock prices (Mukherjee and Naka, 1995).

Following Geske and Roll (1983), Chen et al (1986), Wongbangpo and
Sharma (2002), the study hypothesizes a negative relation between stock prices
and Consumer Price Index (CPI). The levels of real economic activity (proxied
by CPI) will likely influence stock prices through its impact on corporate
profitability in the same direction: an increase in real economic activity (fall in
the Consumer Price Index) may increase expected future cash and, hence, raise
stock prices, while the opposite effect would be valid in a recession. Consumer
Price Index is used as a proxy for inflation rate. It is chosen because of its broad

base measure to calculate average change in prices of goods and services during
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a specific period. Inflation is ultimately translated into nominal interest rate and

an increase in nominal interest rate increases discount rate which results in
reduction of present value of cash flows. An increase in inflation is expected to
negatively affect the equity prices.

Our study uses Consumer Price Index to measure macroeconomic
Stability. Macroeconomic stability may be an important factor for the
development of the stock market. The study expects that the higher the
macroeconomic stability the more incentive firms and investors have to
participate in the stock market. The study expects the stock market in countries
with stable macroeconomic environment to be more developed. Consistent with
previous studies inflation has been used as a measure of macroeconomic
stability. Although there is no agreement on the relationship between
macroeconomic stability and stock market development, our study argues that
higher levels of macroeconomic stability encourage investors to participate in
the stock market largely because the investment environment is predictable.
Furthermore, macroeconomic stability influence firms profitability, and so the
prices of securities in the stock market is likely to increase. Investors whose
investments are experiencing a capital gain are more likely to channel their
savings to the stock market by increasing their investments, and so this will
enhance stock market development. The study proxy this variable with
Consumer Price Index.

The selection of these variables was based upon the Present Value
Model (PVM) theory, and literature discussed in the Chapter 3. In the following,
the study will briefly validate the inclusion of each macroeconomic variable

utilized in the analysis. This study investigates effect of macroeconomic
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variables on stock market performance in emerging economies for the period

1996 —2011.

Estimation Technique

The technique used to estimate the coefficients of the linear regression
model is the least squares method. A critical part of this model is the error
variable €. Required conditions for the error variable are; the probability
distribution should normal, the mean of the distribution is zero (0), the standard
deviation of the error variable (€) is e, which is a constant regardless of the
value of independent variable, and then the value of € associated with any
particular value of dependent variable (SMC) is independent of ¢ associated
with any other value of SMC.

The least squares method produces the best straight line. However, there
may in fact be no relationship or perhaps a nonlinear relationship between GDP,
Education and stock market capitalization hence a straight line is likely to be
impractical. Consequently, it is important for us to assess how well the linear
model fits the data. The study test significance of the variables assuming
a=0.05.

A well-fitting regression model results in predicted values close to the
observed data values. The mean model, which uses the mean for every predicted
value, generally would be used if there were no informative predictor variables.
The fit of a proposed regression model should therefore be better than the fit of
the mean model.

Our study uses three statistics to evaluate model fit: R-squared, the
overall F-test, and the Root Mean Square Error (RMSE). All three are based on

two sums of squares: Sum of Squares Total (SST) and Sum of Squares Error
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(SSE). SST measures how far the data are from the mean and SSE measures
how far the data are from the model’s predicted values. Different combinations
of these two values provide different information about how the regression
model compares to the mean model.

Although the ordinary least squares (OLS) estimator is consistent in the
presence of a serial correlation in the error term and it is well known that
the OLS estimator contains the so-called second-order bias. The study
focuses on the dynamic ordinary least squares (DOLS) estimator instead of
Fully Modified OLS estimators (FMOLS).

Let us consider the following fixed effect panel regression:

Vie = & + X +u;, i=1,....N, t=1,..T

where y;, is a matrix (1,1), B is a vector of slopes (k, 1) dimension, «; is
individual fixed effect, u; are the stationary disturbance terms. It is assumed
that x;, (k, 1) vector are integrated processes of order one for all i, where:

Xit = Xit-1 ¥ Eit

Under these specifications, describes a system of cointegrated
regressions, i.e. y;, is cointegrated with x;. By examining the limiting
distribution of the DOLS estimators in co-integrated regressions, Kao and
Chiang (2000) show that they are asymptotically normal. The DOLS
estimator is constructed by making corrections for endogeneity and serial
correlation to the OLS estimator. The DOLS is an extension of Stock and
Watson’s (1993) estimator. In order to obtain an unbiased estimator of the
long-run parameters, DOLS estimator uses parametric adjustment to the

errors by including the past and the future values of the differenced I(1)
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regressors. The dynamic OLS (DOLS) estimator is obtained from the

following equation:

j=az2

Vie = o + X + Z Cij AXjp4j + Vit
j=-az

where cj; is the coefficient .of a lead or lag of first differenced explanatory
variables. The estimated coefficient of DOLS is given by:
N , T 1T
BooLs = Z (Z Zit Zi’t) (Z Zit 37:{)
i=1 \t=1 t=1
Where z;; = [xit - Xi, Axi,t_quxiMq] is 2(q+1)x1 vector of regressors.
The study also focuses on Newey-West Estimation technique to correct
for heteroskedasticity and serial correlation of the error term. Newey-West
calculates the estimates Bors = (X'X) X'y
var(Bovs) = (XXX AXX'X) ™!
That is, the coefficient estimates are simply those of OLS linear regression.
For lag(0) (no autocorrelation), the variance estimates are calculated using the

White formulation:

X'0X = X'fX =

n pr
n_kzeixixi

Here & = yi — XiGOLS, where X; is the ith row of the X matrix, n is the number
of observations, and k is the number of predictors in the model, including the
constant if there is one. The above formula is the same as that used by regress,
vee(robust) with the regression-like formula (thedefault) for the multiplier qc.

For lag(m), m >0, the variance estimates are calculated using the Newey—West

(1987) formulation

113




m n
A A n l A oA ! [
X'0X = X'QoX + B—_—k;a -— Z 8,8,y (X4 XLy + XiegX)

t=1+1

where X, is the row of the X matrix observed at time t.
The F-test

The F-test evaluates the null hypothesis that all regression coefficients
are equal to zero versus the alternative that at least one does not. It tests utility
of the model. An equivalent null hypothesis is that R-squared equals zero. A
significant F-test indicates that the observed R-squared is reliable, and is not a
spurious result of oddities in the data set. Thus, the F-test determines whether
the proposed relationship between the response variable and the set of predictors
is statistically reliable, and can be useful when the research objective is either
prediction or explanation.

The ratio of the two mean squares is F distribution as long as the
underlying population is normal. A large value of F indicates that most of the
variation in y is explained by the regression equation and that the model is valid.
A small value of F indicates that most of the variation in SMC is unexplained.

The rejection region is F > Fgyon_k-1

Serial correlation and Heteroskedasticity

The Durbin-Watson test is a widely used method of testing for
autocorrelation. This statistic can be used to test for first-order autocorrelation.
Our study uses it to test that the residuals from a linear regression or multiple
regression are independent. Because most regression problems involving time
series data exhibit positive autocorrelation, the hypotheses usually considered
in the Durbin-Watson test are

Ho:p=0 Hi:p>0
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—) Z 8, 81 (Xt Xi-g + Xt-1xt)

t=l+1

X'0X = X'8,X +—Z( ——

where X, is the row of the X matrix observed at time t.
The F-test

The F-test evaluates the null hypothesis that all regression coefficients
are equal to zero versus the alternative that at least one does not. It tests utility
of the model. An equivalent null hypothesis is that R-squared equals zero. A
significant F-test indicates that the observed R-squared is reliable, and is not a
spurious result of oddities in the data set. Thus, the F-test determines whether
the proposed relationship between the response variable and the set of predictors
is statistically reliable, and can be useful when the research objective is either
prediction or explanation.

The ratio of the two mean squares is F distribution as long as the
underlying population is normal. A large value of F indicates that most of the
variation in y is explained by the regression equation and that the model is valid.

A small value of F indicates that most of the variation in SMC is unexplained.

The rejection region is F > Fgyon k1

Serial correlation and Heteroskedasticity

The Durbin-Watson test is a widely used method of testing for
autocorrelation. This statistic can be used to test for first-order autocorrelation.
Our study uses it to test that the residuals from a linear regression or multiple
regression are independent. Because most regression problems involving time
series data exhibit positive autocorrelation, the hypotheses usually considered
in the Durbin-Watson test are

Ho:p=0 Hi:p>0
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n c—p: 1)
The test statistic is d = E‘i’(—?i;l)— where ¢; =y; — ¥; and y; and §; are,

i=1vi
respectively, the observed and predicted values of the response variable for
individual i. d becomes smaller as the serial correlations increase. Upper and
lower critical values, du and di. have been tabulated for different values of k (the
number of explanatory variables) and n. If d <dv reject Ho: p=01Ifd>dy do
not reject Ho: p=01fdL <d < dy test is inconclusive.

Durbin-Waston test is based on the assumption that the errors in the
regression model are generated by a first-order autoregressive process observed
at equally spaced time periods, that is, & = pg,_; + a; where & is the error
term in the model at time period t, a, is an NID(0, 62) random variable, and p(|p|
< 1) is the autocorrelation parameter. Thus, a simple linear regression model
with first-order autoregressive errors would be

yi = Bo + Bixe + &
& = P&y t+ A

where v, and X, are the observations on the response and regressor variables at
time period t. Situations where negative autocorrelation occurs are not often
encountered. However, if a test for negative autocorrelation is desired, one can
use the statistic 4—d. Then the decision rules for Ho: p = 0 versus Hi: p < 0 are
the same as those used in testing for positive autocorrelation. It is also possible
to conduct a two-side test (Ho: p = 0 versus Hi: p# 0) by using both one-side
tests simultaneously. If this is done, the two-side procedure has Type I error 2a,
where a is the Type I error used for each one-side test.

Heteroskedasticity causes standard errors to be biased. OLS assumes
that errors are both independent and identically distributed; robust standard

errors relax either or both of those assumptions. Hence, when heteroskedasticity
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is present, robust standard errors tend to be more trustworthy. To rationalize the
test for heteroskedasticity the study notes that the homoskedasticity assumption
in OLS implies
var(€ |Xy; Xg, ..-Xg) = 07

In that case, if the study wants to test for heteroskedasticity, our
maintained assumption is that the errors are actually homoskedastic, and the
study wish to examine ifthat is true. That is the null hypothesis is just the above,

Ho: var(€ [Xy; Xz, ... Xg) = 02
Next, note that in examining heteroskedasticity, the expected value of the errors
being zero is still maintained. Which means that
var(€ |Xq; Xz, .-Xg) = E(€% [Xq1; Xz, v XK)
So that our study can rewrite the hypothesis being test as
Ho: E(€% |%1; X2, - Xic)
So that if the study assumes a simple linear relationship between € with respect
to the dependent variables, the study could then test the hypothesis. To see this,
consider a general k variable regression where the dependent variable is €2. Let
e be the error term in the linear relationship, and assume that it is normal
distributed with mean 0 given the independent variables. That is,
€2= 8y + 8,%;, + 8yx,+. €
If homoskedasticity holds, then the model would have §; = &, = --- = 6.
Therefore if heteroskedasticity does not exists, the null hypothesis of
homoskedasticity, can be written as,
Hy =6, =6, =+ = 6.

This implies that the model could test the hypothesis using the F statistic that is

provided in standard statistical software (even if you write your own program,
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the calculation of the F statistic is not difficult given that the model have already
found the formula earlier in our discussion of OLS).

The model uses the residuals from the original OLS regression of y
against Xy, Xz, -« Xk> call it 2. That is the study perform the following
regression, and calculate the F statistic there after.

62 = 8y + 81%; + Ozx5 + . €
The F statistic is dependent on the goodness of fi measure from the above

Rz
2%
regression. Let that be R, then the statistic is, F = ——z— And the statistic is
L Re2
n—(k+1)

approximately distributed as a Fi n—(x+1) under the null hypothesis.

Robust Standard Error

The various “robust” techniques for estimating standard errors under
model misspecification are extremely widely used. Robust standard errors have
a crucial role in statistical theory in a world where models are almost never
exactly right. They can be used in practice to fix a specific part of model
estimation, when special circumstances hold.

It is well known that ordinary least squares estimation in the linear
regression model is not robust to outliers. The robust statistics literature takes
the view that a vast majority of the data are generated by the above described
model, while a smaller part of the data may not follow the model. In
econometric literature less attention is given to robust estimators of regression,
but the concept of robust standard error is well established. Here the estimator

being used is often the ordinary least squares estimator, but its standard errors

are estimated without relying on assumption u; Lid ¢ As such these robust
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standard errors remain valid when the error are not i.i.d., but suffer from
heteroskedasticity or autocorrelation. A robust standard error consistently
estimates the true standard error even for non i.i.d. error terms. The most popular
robust standard error is the White or Eicker-White standard error, which protect
against heteroskedasticity, and the Newey-West standard errors, which are
heteroskedasticity and autocorrelation consistent (HAC) estimates of the
standard error. An important property of robust standard errors is that the form
of the heteroskedasticity and / or autocorrelation does not need to be specified.
Using standard notation, the linear regression model can be written as
y=Xp+e¢
where E () = 0 and E (eg) = &, a positive definite matrix. Under this
specification, the OLS estimator g = (X'X)~! X'y is best linear unbiased with:
var(f) = (X'X)7X'eX(X'X)™t (D)
If the errors are homoscedastic that is ® = a1, Equation 1 simplifies to:
var(f) = a2(X'X)7?
Defining the residuals e; = y; — x; B, where x; is the ith row of X, the model
can estimate the OLS covariance matrix of estimates as:

Te?

OLSCM =
N-K

@7t 3

where N is the sample size and K is the number of elements in . The OLSCM
is appropriate for hypothesis testing and computing confidence intervals when
the standard assumptions of the regression model, including homoscedasticity,
hold. When there is heteroskedasticity, tests based on the OLSCM are likely to
be misleading since Equation 2 will not generally equal Equation 1. If the errors
are heteroskedastic and @ is known, Equation 1 can be used to correct for

heteroskedasticity. More often, the form of heteroskedasticity is unknown and
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a heteroskedasticity consistent covariance matrix (hereafter, HCCM) should be
used. The basic idea behind a HCCM estimator is to use e2 i to estimate @ii. This

can be thought of as estimating the variance of & with a single observation:
G _ (im0’ _ 2 Then let ® = diag[e?], which results in: HCO=
Gii=—7 =" en, le = diag[e{], which results In: =

X' I OXX'X) ! = (X'X)"1X'diag[ef]X(X'X)™* (4)
HCO is the most commonly used form of the HCCM and is referred to
variously as the White, Eicker, or Huber estimator. As shown by White (1980)

and others, HCO is a consistent estimator of Var(f) in the presence of

heteroskedasticity of an unknown form.

RMSE

The RMSE is the square root of the variance of the residuals. It indicates
the absolute fit of the model to the data—how close the observed data points are
to the model’s predicted values. Whereas R-squared is a relative measure of fit,
RMSE is an absolute measure of fit. As the square root of a variance, RMSE
can be interpreted as the standard deviation of the unexplained variance, and
has the useful property of being in the same units as the response variable.
Lower values of RMSE indicate better fit. RMSE is a good measure of how
accurately the model predicts the response, and is the most important criterion
for fit if the main purpose of the model is prediction.

The best measure of model fit depends on the researcher’s objectives,
and more than one are often useful. The statistics discussed above are applicable
to regression models that use OLS estimation. Many types of regression models,

however, such as mixed models, generalized linear models, and event history
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models, use maximum likelihood estimation. These statistics are not available

for such models.

Panel Unit Root Tests
To determine whether to use the variables in level or difference the study

determines the order of integration of the variables. Using time series with
strong persistence of the type displayed by a unit root process in a regression
equation can lead to very misleading results if the central limit theorem (CLM)
assumptions are violated. Weakly dependent processes are said to be integrated
of order zero (0), or 1(0). This means that nothing needs to be done to such series
before using them in regression analysis. Unit root processes, such as a random
walk are said to be integrated if order one or I(1). This means that the first
difference of the process is weakly dependent (and often stationary). A time
series that is I(1) is often said to be a difference-stationary process. Thus, when
the model suspect processes are integrated of order one, often first difference is
computed in order to use them in regression analysis. If a time series has a unit
root, a widespread and convenient way to remove nonstationarity is by taking
first differences of the relevant variable. A non-stationary series which by
differencing d times transfers to a stationary one, is called integrated of order d
and denoted as 1(d) (Charemza and Deadman, 1997). In fact, when a series Yj¢
is integrated of order 1 it means that it is not itself stationary, but that its first
differences are stationary.

For the LLC and IPS approaches, the model shall start by considering
the autoregressions used to obtain the ADF test for each time series in the panel.

Let there be N such series. Then,
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Pi
Aqit = B:rd + Q-1 + Z Yij Aqi,t—j + & i=12,....N;r=0,1, 2 (1)

i=1

where di = 0 or du = 1 or de = (1, t)’. Note that the model allows for different
configurations of the deterministic term and different lag lengths for each series.
The choice of each pi may be done by using a general-to-specific procedure

based on either information criteria, such as AIC or the Schwartz criterion, or
on sequentially testing the last coefficient of the Agjs— j

In the LLC approach, it is assumed that, as opposed to the formulation
in, all the o have a common value,a, so that the null hypothesis to be tested is

that;

Ho: the series contains a unit root (panels contain unit roots)

H: the series is stationary (panels are stationary)
Thus, an estimator of o is obtained by controlling for the heteroskedasticity
across the time series that make up the panel. The unit root test statistic is simply
the t-ratio of o, adjusted in such a way that it is asymptotically normal under the

null hypothesis.

The starting point of the IPS approach is also the ADF regressions given
in (1). But, the null and alternative hypotheses are different from that of the LLC
approach, where the rejection of the null hypothesis implies that all the series

are stationary. The model now have
Hooci=o2=...=an=0 vs.
H)i: Some but not necessarily all ai <0

The test statistic itself is rather simple to compute. Again, after deciding upon

dyr and the pi, the study obtain the t-ratios for the ai, ta,- , and calculate their
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arithmetic average, I NT = Z,A:rlta,- / N . 1PS show that # ;7 may be adjusted
to yield an asymptotic N(0, 1) statistic under the null hypothesis;

N
N"Z(rm -N'Y E(la')]

i=1

far = N 172
[N'l Y Var (’ai)]

i=1
The E(ty,) and var(ty,) have been obtained by simulation.

Finally, in the case of the Hadri approach, the null hypothesis is the
stationarity of the series instead of nonstationarity. The framework is the one

dealt with in Kwiatowski et al. (KPSS) (1992) for a single series. The models
may now be expressed as,

Qit = Birt drt + Eit i=1...N; r=1,2
where Bir = it whenr =1 and Bir = (Bi1y, Bi)’ when r = 2. The study assumes

that the intercept, B, is generated by a random walk, Biit = Bi1t-1 + Uit»
where E(ui) =0 and E(u}) = 62 = 0. In other words, the study assumes that
the variances of the uj are the same for every series. Thus, the hypothesis to be
tested becomes, Hy: 63 = 0 stationarity in all units
vs. H; 6% > 0 unitroot in all units

However, the model may assume that E(ei) = 0 and E(e}) = oZ, > 0;
i.e., that the variances of the €it may not be the same for every series. The study
may also account for the fact that the ei may be autocorrelated by considering

the long-run variances of the &i and estimate them as

Ei = — IZ’e‘Zt Zzwk, (T 1 Z sll‘. gi.t-i
t= ;+z

where the wg; are weights used to ensure that the crqi are always positive. In
our applications, the study uses the Bartlett weights, which may be expressed as
wg=1- ((k )The resultant statistic to test Ho would, then, simply be the
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average of the individual KPSS statistics for each series. Hadri shows that this
statistic, appropriately standardized, will be asymptotically N(0,1) under the
null hypothesis.

The problem of dependence between the series that make-up the panel
has several implications: (i) As O’Connell (1998) showed, panel unit root tests
will over reject the null hypothesis of a unit root; there will be an upward bias
in the size of the tests, giving the impression of high power. Such distortions in
size will come about, particularly, if the dependence is due to cross-unit
cointegration (Banerjee, Marcellino and Osbat, 2001). (ii) If the unit root null
were not rejected, this would imply that there exists N independent unit roots.
But, if these series have common stochastic trends, the number of unit roots
would be less than N (Bai and Ng, 2001b). The procedures the study used are
designed to remove this dependence so that most, if not all, of these implications
no longer hold. The solution to deal with the problem of dependence are the
LLC, IPS and Hadri. They assume that, in addition to a series specific intercept
and/or trend term as given in (1), there is a time specific intercept that may be
estimated by taking the average across the series at each point in time. In other
words, this dependence is accounted for by calculating q, = N Qi t=
1,..T and subtracting it from each cross-sectional observation at point t;
namely, for each t, using g — Gy instead of q;, in the calculations given above.
This correction will not remove the correlation between the series, but, as

Luintel (2001) demonstrates, it may reduce it considerably.
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Cointegration Test

Having confirmed the panel integration order or panel stationarity level
of our variable series, the next step is to test for the presence of cointegration
among the variables in the panel. The panels are tested using residual based test
of Pedroni (1999) and error correction test of Westerlund (2007) which is more
based on structural dynamics of panels rather than their residuals. The common
point of the two tests is that they produce single cointegration relation in panel

setting. (see Pedroni, 2004; Chiawa and Asare 2009).

Consider the following regression equation

yie = & + 6t + PriXqe ot BriXyir + € Wherei=1,,,, N; t=1,,,, T,
i and X;e=(X1i,600 000 Xki,t) ATE assumed to be integrated of order one. The
parameters &; and &; are the individual and time effects, which are set to zero if
they do not exist in the data. Under the null hypothesis of no cointegration, the
residual e;; will be I(1). The approach here is to obtain the residuals by running
the auxiliary regression. Pedroni (1999) proposed seven residual based tests for
panel cointegration and derived the asymptotic distributions for the tests. He
explored the small sample performances of the seven different statistics to test
panel data cointegration. Four of the seven statistics are based on pooling the
data and are referred to as “Within dimension” (Panel) tests, and the last three
are “Between dimensions” (group) tests. These tests are based on the
assumption of heterogeneous cointegration relationships between individual
members and are defined as Within Statistics.
Westerlund (2007) developed four new panel cointegration tests that are based
on structural rather than residual dynamics and, therefore, do not impose any

common-factor restriction. The idea is to test the null hypothesis of no
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cointegration by inferring whether the error-correction term in a conditional
panel error-correction model is equal to zero. The new tests are all normally
distributed and are general enough to accommodate unit-specific short-run
dynamics, unit-specific trend and slope parameters, and cross-sectional
dependence. Two tests are designed to test the alternative hypothesis that the
panel is co integrated as a whole, while the other two test the alternative that at
least one unit is co integrated. It takes care of problem of structural breaks in
the panels. The error-correction tests assume the following data-generating
process:

Ayg = 8ide + @i(ig-1 — BiXie-1) + Tl Ay + Djkg Vi Mie—j +

e;; where t=1,,,, T and i=1,,, N index the time-series and cross-sectional units
respectively, while d; contains the deterministic components, for which there
are three cases. In the first case, d; = 0 sono deterministic terms; in the second
case, d, = 1 and Ay;; is generated with a constant; and in the third case, d; =
(1,t) so that Ay is generated with both a constant and a trend.

x ¢ isK dimensional vector with the assumption that Ax; . is independent of e;;,
and that errors are independent across both i and t. The parameter a; determines
the speed at which the system corrects back to the equilibrium relationship
Vit-1 — BiXie-1 after a sudden shock. If a; < 0, then there is error correction,
which implies that y; . and x;; are co integrated; if a; = 0 then there is no error
correction and, thus, no cointegration. Thus the study can state the null
hypothesis of no cointegration as Hy: ; = O for all i. The alternative hypothesis
depends on what is being assumed about the homogeneity of a;. Two of the
tests, called group-mean tests, do not require the a;s to be equal, which means
that H, is tested against HY: a; < 0 for at least one i. The second pair of tests,
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called panel tests, assume that a; are equal for all i and are, therefore, designed

to test H, versus HY:a; = a <0 :forall i.

Multicollinearity

Multicollinearity is a condition that exists when the independent
variables are correlated with one another. This problem associated with multiple
regression. It distorts the t-tests of the coefficients, making it difficult to
determine whether any of independent variables are linearly related to the
dependent variable. It also makes interpreting the coefficients problematic.
Multicollinearity is a matter of degree. There is no irrefutable test that it is or is
not a problem. But, there are several warning signals:

e None of the t-ratios for the individual coefficients is statistically significant,
yet the overall F statistic is. You could get a mix of significant and
insignificant results, disguising the fact that some coefficients are
insignificant because of multicollinearity.

e Our model checks to see how stable coefficients are when different samples
are used.

e Or, try a slightly different specification of a model using the same data. See
if seemingly “innocuous” changes (adding a variable, dropping a variable,
using a different operationalization of a variable) produce big shifts.

In this research the study used variance inflation factors (VIF) because of
the limitations of the methods also in literature many regression analysts often rely
on VIF. As the name suggests, VIF quantifies how much the variance is inflated.
The variance inflation factor for the estimated coefficient for instance by is just the

factor by which the variance is inflated.
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Let's consider a model with correlated predictors:
yi =Bo +BiXiz+ -+ BiXix + -+ Bp-1Xip-1 €
Now, again, if some of the predictors are correlated with the predictor X, then the

variance of bk is inflated. It can be shown that the variance of by is:

o? 1
= X )
2 (Xik—Xi) 1-Ry

Var(bk )=
2 . . .
where R | is the R2-value obtained by regressing the k'™ predictor on the remaining

predictors. The greater the linear dependence among the predictor Xy and the other

2
predictors, the larger the R value. And, as the above formula suggests, the larger

2 . . .
the R value, the larger the variance of bx. The ratio of the two variances

determines how large the variance is.

That gives:

o2 1
varp) A\ X Ti_py) g

Var(b ,)min __0'2____ B 1-R z
o . T(Xix — Xi)? k
The above quantity 1s what is deemed the variance inflation factor for the k™

predictor. That is: VIF, = 1/1 -R i Where R iis the R%-value obtained by regressing
the k™ predictor on the remaining predictors. Note that a variance inflation factor
exists for each of the k predictors in a multiple regression model. A VIF of 1 means
that there is no correlation among the k" predictor and the remaining predictor
variables, and hence the variance of by is not inflated at all. The general rule of
thumb is that VIFs exceeding 4 warrant further investigation, while VIFs exceeding

10 are signs of serious multicollinearity requiring correction.
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Conclusion

Three empirical models were used in this thesis. The first one is to model
knowledge of the citizenry as a determinant of stock market development in
emerging economies. The second empirical chapter examines the effect of
institutional quality to stock market development whiles the last empirical

chapter investigates the effect of macroeconomic variables on stock

performance.
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CHAPTER FIVE: EDUCATION AND STOCK MARKET

DEVELOPMENT

Introduction

This chapter examines the effect macroeconomic variables on stock
market capitalization. The emphasis is on the effect of education on stock
market capitalization. The thesis examined a list of 41 emerging countries as

shown in the first column of appendix one for period 1990 - 2011.

Descriptive Analysis of Data

The minimum and maximum values for GDP for the 41 countries
covering the period under study is 6.12 and 26.13 million US dollars
respectively. The minimum value for SMC is 33.1 and a maximum value
1089.2. The mean values of SMC and GDP are 391.27 and 18.64 with standard
deviation of 294.24 and 12.46 respectively. The mean Education for the period
under study is 68.23 with a standard deviation of 19.004. The minimum and
maximum Secondary school enrolment as percentage of workforce is 23.415
and 114.134 respectively as shown in Table 1 below. The standard deviation for
each variable indicated that the variables are widely spread around their
respective mean. The results reveal that ability of individual to invest varied
more than GDP.

Generally skewness measures the symmetry of the distribution and
explains whether the mean is at the center of the distribution with a skewness
value 0 if considered normal. Therefore negative value indicates a skew to the
left (left tail is longer that the right tail) and a positive values indicates a skew
to the right (right tail is longer than the left one. The descriptive statistics from

Table 1 revealed that the variables were all asymmetrical. In this thesis, the
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study found all variables to be positively skewed, meaning that their right tails
are longer than their left ones.

The study conducted statistical analysis to ascertain the characteristics
of the location and variability of the various sources of the secondary data and
to determine the extent to which the data was peaked. The study used the
Kurtosis as a statistical measure to ascertain the extent to which the data was
peaked or flat in relation to the normality of the distribution. A normal
distribution has a value of 3. A kurtosis >3 indicates a sharp peak with heavy
tails closer to the mean (leptokurtic). A kurtosis < 3 indicates the opposite a flat
top (platykurtic). Looking at the results shown in Table 1, the distributions of
variables were platykurtic and the p-value of the Jarque-Bera test statistic for all
variables were lesser that the 0.05 critical values. The statistical implication of
the Jarque Bera test statistic is that the null hypothesis was rejected and the
alternative hypothesis was accepted since the residuals were normally
distributed.

Table 1 - Descriptive statistic of explanatory variables

Obs Mean Std Min Max Skewness  kurtosis prob
SMC 615 39127 29424 33.1 1089.2 0.578 2.283 0.001
GDP (millions of §) 615 13.64 1246 612 26.13 0.654 2.394  0.000
Education 615  68.23 19.04 16.15 87.89 3.275 27.654  0.000
EducationxGDP 615 78.68 2733 1937 97.68 3.157 2.947 0.000

Source: Field survey, Winful (2016)

The descriptive statistics from Table 1 showed that the values were not

normally distributed about their mean and variance. The study found no
randomness in data. This indicated that aggregate stock prices on the emerging
markets and Education (E) - ability of individuals to invest - and GDP are all
very sensitive to periodic changes and speculation. To interpret, our study found

that investors could earn considerably higher normal rate of profit from stock
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markets from emerging markets and this revelation demonstrated the degree of

efficiency of stock market.

Results and Discussion

To perform a pretest to ensure there is a stationary cointegration
relationship among variables, it was assumed that ability of an individual to
invest (E) and GDP data to be nonstationary. Therefore to proceed with the OLS
estimations, our study investigated the time series properties of the variables by
utilizing unit root test and to test for the existence of a stochastic trend in the
adapted regression model. This is equivalent to the testing of the null hypothesis
and this can be established by testing for the unit root test. The motivation for
this approach is the research expositions such as Fosu, Bondzie and Okyere
(2014), when they applied the ADF test and the unit-root testing on the ADF
test. In consistent with these expositions, the study determine the stationarity of
variables using the following tests; LLC, Breitung, IPS and Hadri. The
stationarity test ensured that the statistical properties of the selected variables
did not change overtime. Additionally, the stationarity estimation on
nonstationary variables had the tendency to give a misleading parameter
estimate of the relationship between independent variables and stock market
returns, and therefore the test was necessitated by this condition.

Stationarity is important for estimation: applying least squares
regressions on nonstationary variables can give misleading parameter estimates
of the relationships between variables. Finally, the study checked for
stationarity to enable me make an accurate prediction in forecasting the effect
of the explanatory variables on the stock market performance. Because

stationarity test are sensitive to lag length of the series, a maximum lag order of
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2 is selected based on the Schwarz information criterion as shown in Table 2

below.

Table 2 - Lag Selection Test (SMC, GDP and Education)
Lag logL AIC SC HQ

0 -5461.717 65.834 6593  65.873
1 -4262.678 51.158 51.735 51.393
2 -4138.535 49919 50.976* 50.348
3
4

-4086.301 49.579 51.116 50.203*
-4069.005 49.675 51.693  50.495
5  -4042.853 49.661 52.159 50.675

* indicates lag order selected by the criterion
Source: Field survey, Winful (2016)

The statistics are asymptotically distributed as standard normal with a
left hand side rejection area, except on the Hadri test, which is right side. A *
indicates the rejection of the null hypothesis of nonstationarity (LLC, Breitung
IPS) or stationarity (Hadri) at least at 5% level of significance. The result of the
stationarity test is as shown in Table 3 below. Comparing test statistic value
with that of test critical value at 5% significance and considering p-value the
study found that all three variables had unit roots. This is because the absolute
values of the tests statistic for each of these variables were lesser than the
absolute variables of the test critical values at 5%. In addition, the p-values
corresponding to each of the test statistics for all variables were greater than 5%
(55.11%, 18.37% and 98.63%), respectively. The study fails to reject the null
hypothesis of no unit roots in the data series. All the variables having unit roots
were transformed into first difference to bring stationarity in these data,
thereafter; the modified data used in the multivariate regression model in this

empirical chapter.
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Table 3 - Panel Unit Root Tests (A)

Variable LLC Test IPS Test Hadri Test
NT T NT T NT T
SMC 0.031 0.178  0.328 0.327 0.000 0.0304
(4.53) (6.51) (0.426) (0.457) (12.177  (1.584)
ASMC 0.0000 0.0115 0.0000 0.0000 0.276 0.1754
(4.866) (2.431) (5.481) (4.047) (0.577) (0.781)
GDP 0.047 0.048 0.341 0.304 0.000 0.000
(1.571)  (1.141) (0.754) (0.755) (14.52) (7.915)
AGDP 0.0114 0.000 0.000 0.000 0.235 0.584
(2.141)  (3.552) (5.829) (5.534) (0.677) (-0.597)
Education 0.0000  0.0001 0.0000 0.0003 0.106 0.088
(3.471)  (3.147) (3.407) (2918) (1.054) (1.1 13)
A Education 0.0142 0.1092 0.0012 0.0123 0.177 0.166

(1.241) (1.188) (2.407) (2.318) (1.24)  (1.003)
EducationxGDP 0.0771 0.0472 0.0889 0.0123 0.185 0.137
(1.241)  (1.188) (1.407) (2.318) (1.23)  (1.003)
A EducationxAGDP ~ 0.0142  0.1092 0.0012 0.0123 0.177 0.166
(1.241) (1.188) (2.407) (2.318) (1.24) (1.003)
All the variables are tested at 5% level of significance and the p —values
displayed with their corresponding t- statistic in parenthesis.

Source: Field survey, Winful (2016)

In order to ascertain whether or not the variables were integrated or not,
our study carried out the test at first difference. The results shown in above
indicated that all the variables were stationary at first difference, meaning that
they all had one unit root and represented a stable (1) series. The study found
that the p-values of all variables are less than 5%, the absolute values of the test
statistics for all variables were also found to be greater than their corresponding
test critical values at 5%. This implied that the null hypothesis of all the
variables each having unit roots at first difference could not be accepted at 5%
significance level. Hence, our study concludes that at first difference all
variables, represented a stationary series integrated of first order, I (1).

In this empirical chapter, the study examines Education (E) - ability of
individuals to invest - and GDP on stock market performance. Since Education
and GDP are not static, the tendency for multicollinearity to pose some

problems with respect to the independent variables strengths. Multicollinearity
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exists when the predictive variables, in this case the chosen independent
variables are correlated. Generally, the rule is that in a correlation matrix, a
range of -0.70 and a + 0.70 is acceptable (Kuwornu, 2012). In order to check
multicollinearity among independent variables, a suggested rule of thumb is that
if the pairwise correlation between two regressors is very high in excess of 0.7,
multicollinearity may pose serious problem. The study conducted a test for
multicollinearity based on Pearson’s correlation analysis. The test was
conducted on the sample data based on one of the basic assumptions underlying
OLS estimation that regressors should not be mutually correlated. If more than
one of them is correlated with others, multicollinearity is said to exist. The logic
behind this assumption of no multicollinearity and the need to carry out the test
is that, if two or more independent variables are linearly dependent on each
other, one of them should be included instead of both, otherwise, it will increase
standard error thereby making my results biased.

Since the correlation numbers are lower than 0.7 as shown in Table 4
below, the results clearly showed that none of the independent variables were
highly correlated hence the study could assume that there is no existence of
serious multicollinearity amongst independent variables.

Table 4 - Pearson correlation matrix

SMC E GDP ExGDP
SMC 1
Education 0.242* 1
GDP 0.638** 0.517* 1
EducationxGDP 0.681* 0.547** 0.412 1

* *x *** Correlation is significant at 1%, 5% and 10% level respectively (2-tailed).
Source: Field survey, Winful (2016)
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The study performed further test to measure the impact of collonearity
among the independent variables through the application of the Variance
Inflation Factor (VIF). The set rule for this thesis is that, the (VIF) =1/Tolerance
and the VIF >=1. The VIF test was performed in order to measure the extent to
which the regressors were related to other regressors and to find out how the
relationship affected the stability and variance of the regression estimates.

The tolerance factors for the two independent variables Education (E)
and GDP are high (0.726 and 0.861, respectively) with the associated VIF
values of 5.81and 6.52 respectively, which are low compared to the “rule of
thumb” VIF value of 10. This indicates that even though multicollinearity is
present it is insignificant in affecting the stability and the variance of the
regression estimates with average VIF factor of 6.16.

The first column of Table 5 is the regression where the study determines
the relationship between explanatory variables (ability of individual to invest in
an economy, GDP and interaction of ability of individual to invest and GDP)
with the dependent variable (stock market capitalization) using the variables in
levels. The study also test the validity of the regression model 1 by testing
whether all parameters are equal to zero. If at least one of the parameters is not
equal to zero (0), the model does have some validity. A large value of F indicates
that most of the variation in stock market capitalization is explained by
Education and GDP. A small value of F indicates that most of the variations in
stock market capitalization are unexplained by GDP, E and their interaction. To
determine rejection region of a 5%, there is a great deal of evidence to infer that
the model is valid. Analyses of variance with F-test of probability of zero means

that the model fit the data set and that E and GDP are linearly related to stock
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Such robust standard errors can deal with a collection of minor concerns about
failure to meet assumptions, such as minor problems about normality,
heteroscedasticity, or some observations that exhibit large residuals, leverage or
influence. For such minor problems, the robust option may effectively deal with
these concerns.

Column two of Table 5 gives the robust option. The point estimates of
the coefficients are exactly the same as in ordinary OLS, but the standard errors
take into account issues concerning heterogeneity and lack of normality. In this
particular example, using robust standard errors did not change any of the
conclusions from column one Table 5.

Since the model fits the data as well, and that the required conditions are
satisfied, the study interpret the individual coefficients in model 1. Our study
needed to use inferential methods to draw conclusions about the population. The
intercept is bo=11.14 is the average stock market capitalization when GDP and
E are zero. This value is misleading to interpret since the value zero is outside
the range of values of independent variables.

The relationship between stock market capitalization and E is described
by bi=1.306. From this number, the study presents that each additional increase
in the E in an emerging market, stock market capitalization increases on average
by 1.306, assuming that the other independent variable in this model (GDP) is
held constant. To test whether there is sufficient evidence to infer that in the
linear regression model, E and stock market performance are linearly related the
study test the hypothesis that i = 0 against an alternative B; > 0. The value of

the test statistic of 7.28 with an associated p-value of zero (0) shows that there

137




is overwhelming evidence to infer that the E in emerging market and stock
market performance are linearly related. The sign is as expected.

The coefficient b=1.24 specifies that for each additional GDP growth
or increase, the average stock market capitalization increases by 1.24%,
assuming the constancy of E. The nature of relationship between stock market
performance and E and between stock market performance and GDP was
expected. The value of the test statistic t=2.62 with p-value of zero (0) shows
that there is evidence to conclude that GDP and stock market performance of
emerging economies are linearly related at 5% significance level. GDP is
important to the stock market in that it serves as a measure of the health of the
economy. As a rational stock market investor, a rise in the level of GDP (a
positive growth rate) from one period to the next would suggest that firms on
the whole are performing positively. This aggregate performance of firms
allows for more reinvesting which should ultimately lead to higher future
earnings and stock prices. An increase in GDP from one period to the next
should also increase the level of the stock market performance because
consumers in general have more purchasing power and would likely devote
more income toward stock market investment, ceteris paribus. In this regard,
GDP acts as a proxy for the purchasing power of Education (ability of
individuals to invest).

The study also run another model of equation 35 by introducing the
interaction effect of GDP and E on the relationship in equation 35 to determine
whether the interaction have significant effect on the relationship. That is our

study suspect that gross domestic product moderate the effect of E on stock
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market performance that gives us model 2. AIC test confirms that interaction
term cannot be dropped.

The model assumes that there is partial effect of the stock market
performance with respect to E to depend on the magnitude of GDP. In other
words GDP complements E. The idea is that GDP might have effect on E. Our
study is interested in the effect of E on stock market performance. If the study
simply look at the coefficient of E, the study will incorrectly conclude that E
has 1.306 effect on stock market performance. The reason for interacting E and
GPD is the theoretical reason that the higher the level of GDP of a country the
higher the level of secondary school. The result shows explicitly that there is
statistically significant interaction between E and GDP. AIC analysis confirms
that the interaction term should be included in the model.

Because bs > 0, it implies that an improvement in E yields a higher
increase in stock market performance for economies with high GDP. Since b3
is significant, the interpretation of parameter b is not straight forward. To
explain the partial effect the study plug in the mean value of GDP to obtain the
partial effect. So at the mean value of GDP, the partial effect of E on stock
market performance is bi+ bs (mean of GDP). That is 1.306+0.079(18.64) =
2.78. This means that one percentage increase in the E increases stock market
performance by 2.78 standard deviations from the mean stock market
performance. The finding confirms the work of Roc (1996)

To test whether the coefficient of the interaction term (2.78) is statistical
different from zero (0), the study rerun the regression, where the study replaces

the interaction term (E and GDP) with the difference between GDP and mean

GDP multiply by E ((GDP — GDP)E). This gives a new coefficient on E, the

139




estimated effect a GDP=18.64, along with its standard error. Running this new
regression gives the standard error of the coefficient B, + :(18.64) = 2.75 as
0.953 which yields a t=2.92). Therefore at the average GDP (GDP), the study
concludes that E has a statistically significant positive effect on stock market
capitalization. The variable of interest E is also positive and significant as
expected indicating that higher level of E are associated with stock market
development. This outcome indicates that E is good predictors of stock market
development in emerging countries. The coefficient of 1.306 of the E is
misleading because it does not account for the effect of GDP on E which then
affect stock market capitalization.

R square value of 0.415 indicated a moderate correlation between
aggregate stock market performance and the two independent variables in
model 1. The R square indicated that about 41.5% of fluctuations in stock
market performance are accounted for by E and GDP while the 58.5% could be
explained by other factors not related to the chosen independent variables. The
adjusted R square (0.415) showed that the relationship is an actual one and not
merely due to spurious regression problem.

In the presence of autocorrelated errors, as long as the explanatory
variables are strictly exogenous, the OLS estimators are unbiased. This is
analogous to our results in the case of heteroskedasticity, where the presence of
heteroskedasticity alone does not cause bias or inconsistency in the OLS point
estimates. However, following that parallel argument, the study is more
concerned with the properties of our interval estimates and hypothesis tests in
the presence of autocorrelation. The Durbin —Watson statistic obtained by

running the analysis using the data series at level has a value of (d=0.217394 <
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1), providing evidence of high presence of positive serial correlation among
residuals, again indicating that successive error terms are, on average, close in
value to one another. In effect, Durbin-Watson test indicates the presence of
high serial correlations in the regression residuals at level, providing further
evidence on the non-stationarity of the data series and affirming the need to
make them stationary.

The presence of positive serial correlation implies that our OLS
coefficients are still unbiased and consistent but inefficient because there is no
lagged dependent variable (SMC) on the RHS as an explanatory variable.
Forecasts inefficient, variances of coefficients biased and tests are invalid and
R2 overestimate the fit, indicating a better fit than actually present, and t values
imply significance when in essence insignificant coefficients. Breusch-Pagan
test of a large chi-square 46.34 implies that heteroskedasticity is present.

To improve upon our results the study runs OLS with serial correlation
and heteroskedasticity using GLS estimating technique. Generalized least
squares (GLS) allow models with heteroskedasticity and no cross-sectional
correlation and the results are shown in column three of Table 5. This technique
also confirms that E, GDP and its interaction are significant in explaining the
variations in SMC. Wald chi2 p-value of 0.000 implies the model fits the data
set.

Comparing column three with column one our study realizes an
improvement in the result. The parameters were overestimated under column
one due to the presence of serial correlation and heteroskedasticity. One percent
increase in secondary school enrolment is associated with 0.096% increase in

SMC. The partial effect of E on SMC is 0.88. That is percentage increase given
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an average GDP, SMC increases by 0.88% instead of 0.096 assuming that GDP
is zero for which it is not realistic since the values of GDP for the data series
zero cannot be assumed. The parameters are all significant and the signs as
expected. A wald chi-square of p-value of 0.000 implies that the data fits the
model. The study could also deduce that as the study correct for
heteroskedasticity and serial correlation the standard errors of the estimated
coefficients reduce in value which shows how efficient and unbiased.

Even though there are statistical evidence to show that E and GDP
influence SMC the study cannot draw a firm conclusion based on these results
because the regression results displayed were based on level, nonstationary data
series and could represent a spurious problem. The stationarity estimation on
nonstationary variables had the tendency to give a misleading parameter
estimate of the relationship between independent variables and dependent
variable. It is also established in literature that stationary and weakly dependent
data is able to correct the effect of serial correlation on goodness of fit measures,
R-squared and adjusted R-squared. Due to fact that the variables are non
stationary, the study found the first difference of the variables. The result from
Table 3 above shows that the first difference of the variables is stationary.

The pearson correlation matrix of first difference of the variables
improves the problem multicolinearity since the correlation coefficients are
relatively lower with respect to the variables in levels.

Table 6 - Pearson correlation matrix (difference)

ASMC AE AGDP AEXAGDP
ASMC 1
AEducation 0.071** 1
AGDP 0.252** 0.197* 1
AEducationxAGDP  0.088* 0.064* 0.092* 1

* *% *** Correlation is significant at 1%, 5% and 10% level respectively (2-tailed).
Source: Field survey, Winful (2016)
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Regression of the first difference of model 1 using dynamic ordinary
least squares technique gives the result in Table 7 column one below. The result
improves that of column three of Table 7 because of the smaller coefficients and
Newey standard errors recorded. This implies the result from Table 5 is
overestimated and that the t-values and standard errors are not reliable. From
Table 7 column one the explanatory variables are still significant and signs as
expected. The wald chi-square test is used to test the probability that the
correlation coefficients for all the variables included in the models are zero. The
study test the validity of the regression model by testing whether all parameters
in each model are all equal to zero. If at least one of the parameters is not equal
to zero (0), the model does have some validity. The wald chi-square value of
47.3 with a p-value of 0.000 implies that data set fit the model. The model is
able to explain 31.9% of the variations in SMC. Using DOLS the study is able
to circumvent the problem of endogeneity between y; and x; and serial
correlation between u;; and v;, (see Kao and Chiang, 2000; and Erikson 2005).

Table 7 - Education and Stock Market Performance (Difference)

Variable DOLS Newey-West
AE 0.038** 0.013%**
(0.014) (0.004)
AGDP 0.109** 0.109**
(0.041) (0.039)
AEXAGDP 0.009** 0.004***
(0.003) (0.001)
Obs 614 614
Number of groups 41
R-squared 0.319
Adj R-square 0.314
F(3, 610) 19.54
Prob 0.000
Wald chi2 47.3
Prob 0.000

Dependent variable SMC; * p <0.1, ** p <0.05, *** p < (.01
Source: Field survey, Winful (2016)

143



Comparatively the results have improved significantly looking at the
reported standard error and the coefficients of the parameters. All the variables
of interest were significant and with their expected signs. Changes in the
Education (E), GDP and the interaction of the Education and GDP were all
significant in explaining stock market capitalization. That is for every 1%
increase in the Education, stock market capitalization of emerging markets
increase by 0.04% assuming that other variables are constant. To determine the
statistical significance of the coefficient of the partial effect of AE on ASMC the
study needs to rerun the regression where the study replaces the interaction
variable with gross domestic product less the average GDP multiple by AE. This
gives as the new coefficient on AE (the coefficient of partial effect), the
estimated effect at gross domestic product of 18.64, along with a standard error.
Running this new regression gives the standard error of B; + B3(18.64) =
0.206 as 0.0743, which yields t =2.77. Therefore at the average gross domestic
product, the study concludes that AE has statistically significance positive effect
on stock market performance. That is an enhancement in AE leads 0.206
increases in stock market performance of emerging economies. The sign is as
expected. This suggests that the enhancement of AE for emerging economies is
important for stock market performance. This study conforms to the theoretical
postulation and the study of Ali (2011) and Yartey (2008).

In the presence of autocorrelated errors, as long as the explanatory
variables are strictly exogenous, the OLS estimators are unbiased. This is
analogous to our result in the case of heteroskedasticity, where the presence of
heteroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates. A DW test of 0.349 the study reject the null hypothesis that the errors
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are serial uncorrelated. That is the study reject null hypothesis and conclude that
the data does have first-order autocorrelation. Breusch-Pagan test with a large
chi-square 46.15 implies that heteroskedasticity is present. Wald chi2 of
probability of 0.000 implies the data set fits the model well.

To account for serial correlation and heteroskedasticity in the model the
study computes Newey-West estimated standard error as depicted in Table 7
column two above. Accounting for serial correlation and heteroskedasticity
there is significant improvement in the result compared with Table 5. One
percent increase in AE leads to 0.038% increase in ASMC. It is again confirmed
that Education (E) complement GDP. The coefficient of the partial effect E on
SMC of 0.088 with Newey-West standard error of 0.029 yields a t-statistic of
3.02. By implication 1% increase AE given average GDP, SMC will increase
by 0.088%. Severe multicollinearity is problematic because it can increase the
variance of the regression coefficients, making them unstable. A VIF of 1.07
for model 1 shows that the coefficients are relatively stable. Breusch-Pagan test
the null hypothesis that the error variances are all equal versus the alternative
that the error variances are a multiplicative function of one or more variables.
A small chi-square 0.257 implies that heteroskedasticity is probably not a
problem or at least that if it is a problem it isn’t a multiplicative function of the
predicted values. Durbin-Waston test is based on the assumption that the errors
in the regression model are generated by a first-order autoregressive process. A
DW test of 1.93 implies the absence of autocorrelation in the error term at 5%
significance level. It is also clear that as the study correct heteroskedasticity and
serial correlation using different estimation techniques, the calculated standard

errors reduce in value which makes the results more reliable. That is the study
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is able to account for different characteristics of the emerging economies

sampled for this thesis.

Conclusion

The model suggests that ability of individual to invest per labor force
and economic growth can make a statistically significant and economically
meaningful contribution to stock market development. This study conforms to
the theoretical postulation and the study of Ali (2011) and Yartey (2008). It is
clear from these results that countries with high levels of education stand to
benefit more in terms of stock market development. Poor understanding of
issues on the part of the public discourages potential investors from participation
in stock markets. Our work also confirms the findings of Roc (1996) where they
argue that the propensity to invest in shares rises with the level of education.
Higher level of education increases confidence in stock market activities.

The results suggest that policy makers should not expect significant
stock market development if the country’s educational structure is poor. These
results are generally in agreement with the theoretical and empirical literature.
Our findings have important policy implications for emerging countries. Firstly,
education plays a crucial role in stock market development. Policymakers in
emerging economies may initiate policies to foster growth in the number of
secondary school enrolment in emerging economies.

Overall, there is widespread and robust evidence that education plays a
key role in enhancing stock market performance. Therefore, improving
education — and quantitative and qualitative terms — has to be at the heart of
policy measures aimed at raising the stock market performance in a sustainable

mannger.
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CHAPTER SIX: INSTITUTIONAL QUALITY AND STOCK MARKET

DEVELOPMENT

Introduction

This study investigates how institutional quality affects the performance
of stock markets of emerging countries. A brief discussion of descriptive
analysis of the elements of institutional quality is presented and their correlation

to stock market performance and then the discussion of results.

Descriptive Analysis of Data

For the descriptive analysis of the macroeconomic variables see page
129 of chapter five. Because of lack of data for institutional quality for periods
before 1996, the study limit this empirical chapter to cover 1996 to 2011.
Institutional quality data is sourced from world Governance Indices (WGI) and
Kaufmann et al (2003), who compiled indicators based on several hundred
individual variables measuring perceptions of institutional quality, drawn from
25 separate data sources constructed by 18 different organizations. These
include international organizations (such as the World Markets Research Centre
and the World Bank), political and business risk-rating agencies, think-tanks,
and non-governmental organizations. To ensure that the distribution of
institutional quality in each country is normal, conditional on the data for that
country Kaufmann et al (2003) use factor analysis. For instance, a useful
interpretation of the reported estimates and standard deviations for each country
is to note that there is a 90% probability that the true level of institutional quality
for a country is in an interval of plus or minus 1.64 times the reported standard
deviation centred on the point estimate itself. The estimates of institutional

quality have an expected value of zero, and a standard deviation (across
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countries) of one. Resulting from the standardization method, the distribution
of unobserved institutional quality is the same in every period, which imposes
the restriction that the mean or world average of institutional quality is the same
in each period. As a result, the indicators are not informative about global trends
in institutional quality, although they are informative about changes in
countries’ relative positions over time. This motivates the use of panel.

Under the theoretical model, the value of institutions to shareholders
results from their regulation of transaction and agency costs. The institutional
quality indicators are a reflection of the ability of institutions to effectively
support the minimization of these costs, ultimately borne by shareholders. The
indicators compose measures of the proper regulation of markets and the degree
of systemic corruption.

Table 8 below provides descriptive statistics for the institutional quality
indicators for the years 1996 to 2011. The mean of the institutional quality
indicators should, by definition, be zero due to the standardization process in
their construction. However, the sample of countries selected based on
availability of stock market data results in a positive mean for each of the
institutional quality indicators. The extremity of the institutional quality
indicator range is approximately -2.5 and 2.5 with lower values representative
of poorer governance scores. Differences across countries in the margins of
error associated with governance estimates are due to two factors: (i) cross-
country differences in the number of sources in which a country appears, and
(ii) differences in the precision of the sources in which each country appears.
Of 41 emerging economies studied, countries like Uruguay, Slovenia, South

Africa, Slovenia, Romania, Slovakia Rep, Poland, Panama, Malaysia, Jordan,
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Hungary, Czech Republic, Costa Rica, Chile, Bulgaria, Brazil and Botswana on
the average are classified as countries with good institutional quality. On the
other hand twenty five (25) of countries were cited as countries with poor
institutional quality because on the average institutional quality were negative
for these countries. Differences across countries in the margins of error
associated with institutional quality estimates are due to two factors: (i) cross-
country differences in the number of sources in which a country appears, and
(ii) differences in the precision of the sources in which each country appears.

Table 8 - Descriptive statistic of explanatory variables

Obs Mean Std Min max Skewness Kurtosis prob
SMC 615 391.27 29424  33.1 1089.2 0.578 2.283 0.001
GDP 615 18.64 1246  6.12 26.13 0.654 2.394 0.000
CcC 615 -0.184 0.644 -1.488 1.553 0.741 2.331 0.003
VA 615 0.0186 0.727 -1.857 1.318 0.569 2.394 0.001
RL 615 -0.153 0.676 -1.841 1.358 0.664 2.161 0.000
RQ 615 0.070 0.685 -2.210 1.645 0.791 2.443 0.000
PA 615 -0.357 0.873 -2.412 1.206 0.599 2.501 0.002
GE 615 0.007 0.594 -1.516 1.278 0.604 2.614 0.001
IQ 615 -0.1 0.623 -1.579 1.248 0.591 2.322 0.000

Source: Field survey, Winful (2016)

Of all the elements of institutional quality voice and accountability,
regulatory quality and then government effectiveness had positive mean values
for the period under consideration. In other words for the countries sampled for
this thesis, institutional quality in relation to these areas were strong on the
average. The element of institutional quality with the highest standard deviation
is political stability. There exists high correlation for each of the governance
indicators for the entire period as a whole, and similarly for each individual
period. The CC indicator and the RL indicator have the highest correlation

amongst indicators for all periods.
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On institutional quality, Government Effectiveness has the highest
positive average score, followed by Regulatory Quality, Rule of Law, Voice and
Accountability, and Control of Corruption. Given that higher score corresponds
to better outcomes, the negative average score of Political Stability and Absence
of Violence points toward the increasing likelihood of politically-motivated
instability in a country. In addition, Political Stability and Absence of Violence
score has the highest standard deviation, indicating that political stability varies

substantially across countries.

Correlation of institutional quality variables

The six governance indicators have very high positive correlations with
each other, indicating potential problem of multicollinearity if all of the
governance indicators are included in one regression model. This is shown in
Table 9 below. Correlation of the first difference of the macroeconomic
variables and the institutional quality variables improves the potential problem
of multicollinearity shown in the appendix 4. It could deduce from that appendix
that as macroeconomic variables are made stationary, their correlation with

institutional quality variables is reduced significantly.
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Results and Discussion

For the heterogeneity across the countries and heterogeneous serial
correlation structure of error term, the study employ four different panel unit
root tests namely LLC test, Breitung test, IPS test and Hadri test. Table 10 below
depicts the result of panel unit root tests for each variable in the panel at level

and at first difference.

Table 10 - Panel Unit Root Test (B)

Variable LLC Test IPS Test Hadri Test
NT T NT T NT T
SMC 0.031 0.178 0.328 0.327 0.000 0.0304
(4.53) 6.51) (0.426) 0.457) (12.177 (1.584)
ASMC 0.0000 0.0115 0.0000 0.0000 0.276 0.1754
(4.866) (2431)  (5.481) 4.047) (0.577) (0.781)
GDP 0.047 0.048 0.341 0.304 0.000 0.000
(1.571) (1.141)  (0.754) (0.755) (14.52) (7.915)
AGDP 0.0114 0.000 0.000 0.000 0.235 0.584
(2.141) (3.552) (5.829) (5.534) (0.672) (0.597)
IQ 0.008 0.001 0.002 0.007 0.238 0.087
(3.714) (4271)  (3.433) (2.814)  (1.554) (1.164)
AIQ 0.001 0.005 0.001 0.017 0.241 0.121
2.779) (3.407) (3.347) (2971) (1.614) (1.058)
cC 0.005 0.001 0.0602 0.007 0.238 0.087
(3.234) (4.271)  (3.433) (2.664)  (1.534) (1.164)
ACC 0.000 0.075 0.001 0.003 0.123 0.217
(2.691) (3.427) (3.347) (3.202) (1.614) (1.058)
VA 0.008 0.001 0.002 0.007 0.238 0.087
(3.714) (4.097)  (3.433) (3.881) (1.574) (1.164)
AVA 0.000 0.001 0.002 0.007 0.238 0.087
(3.733) (4.331) (3.189) (2.814) (1.474) (1.164)
RL 0.002 0.001 0.002 0.007 0.238 0.087
(3.714) (3.578)  (3.433) (2.814)  (1.329) (1.164)
ARL 0.000 0.001 0.002 0.007 0.238 0.087
(3.709) (4.282) (3.444) 2.77) (1.221) (1.164)
RQ 0.001 0.004 0.001 0.000 0.211 0.109
(3.647) (3474) (3.741) 4.331) (1.114) (1.051)
ARQ 0.013 0.001 0.001 0.037 0.151 0.089
(3.152) (4.066) (3.114) (1.13) (1.314) (2.121)
PS 0.004 0.005 0.001 0.001 0.173 0.087
(2.874) (3.377) (3.807) “.171)  (1.227) (2.058)
APS 0.001 0.000 0.001 0.037 0.133 0.178
(3.671) (4.411) (4.344) (1.421) (1.314) (2.171)
GE 0.000 0.000 0.001 0.004 0.213 0.099
(5.858) (4.407)  (3.747) (3.744)  (1.01D) (1.228)
AGE 0.003 0.005 0.001 0.037 0.109 0.114

(2.974)  (2.855)  (3.847)  (2.801)  (1.314) (2.018)
p-values and significance level of a (5%)
Source: Field survey, Winful (2016)
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The results show that SMC, GDP, IQ and all the elements of IQ contain
unit roots at level. However, at first differenced, the panels are said to be
stationary, though there may be possibility of nonstationary series in a stationary
panel as the panel unit root test will not identify the particular series that is not

stationary. The results were confirmed by the other tests of panel unit root.

Control of corruption

The control of corruption indicator is decided by the frequency of
corruption, cronyism, government efforts to tackle corruption, and the internal
causes of political risk and mentality including xenophobia, nationalism,
corruption, nepotism, and willingness to compromise.

To determine and explain the coefficients in levels model 2 where the
study establishes the relationship between explanatory variables (GDP, CC and
CCxGDP), the study needs to determine how well the model fits the sample
data. The least squares method procedures even though produces the best
straight line, there may be no relationship or nonlinear relationship between the
two variables. If the model’s fit is poor there will be no need for further analysis
of the coefficients of the model but rather all efforts should be channeled to
improve upon the model. the study used three statistics to assess the model’s fit.
These are standard error of estimates, coefficient of determination, and the F-
test of the analysis of variance.

The smallest value that standard error of estimates can assume is zero
(0), which occurs when SSE is equal to zero (0). That is, when all the points fall
on the regression line. Thus when standard error of estimate is small the fit is
excellent, and the linear model is likely to be an effective analytical and

forecasting too. If standard error of estimate is large, the model is a poor one.

153



Our study judges the value by comparing it to the value of dependent variable
stock market capitalization. In Table 11 column one, since the root MSE is
0.237 is relatively smaller than stock market capitalization, it does appear that
the standard error of estimate is small hence the model is good fit of the data
sample. This result is confirmed by coefficient of determination of 0.481. This
means the 48.1% of the variations in stock market capitalization is explained by
the model. This implies that 51.9% of the variations in SMC is not accounted
for by the model as depicted in the result column one of Table 11 below.

To test the validity of the linearity of model 2 in column one of Table
11, the study set all the parameters, be equal to zero. That is whether GDP, CC
and the interaction of CC and GDP are linearly related to stock market
capitalization. If at least one of the parameters is not equal to zero (0), the model
does have some validity. A large value of F indicates that most of the variation
in stock market capitalization is explained by GDP, CC and their interaction. A
small value of F indicates that most of the variations in stock market
capitalization are unexplained by the explanatory variables in this model.
Analyses of variance with F-test (47.33) of probability zero means that the
model fit the data set and that gross domestic product and institutional quality
are linearly related to stock market capitalization. Average variance inflation

factor (VIF) of 4.29 implies the effect of multicollinearity is minimal and the

coefficients reasonably stable.
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The relationship between CC and SMC is expressed by 0.076 with a
standard error of 0.0.025 which yields a t-statistic of 3.04 as shown in Table 11
column one. The relationship between GDP and SMC is also described by a
coefficient of 0.877 with a standard error of 0.281. For both variables there is
enough even to conclude that there is significant linear relationship between
them and SMC. The signs are all as expected. The interaction between CC and
GDP turn out not to be significant in explaining variability SMC. That is there
is no significant evidence to conclude that GDP complement CC in explaining
variability in SMC.

Breusch-Pagan test of a large chi-square indicate that heteroskedasticity
is present. In this model, the chi-square value of 34.82 is large, indicating
heteroskedasticity is a problem. DW test of 1.13 implies the errors are serially
correlated. VIF of 4.8 implies that the estimated coefficients are relatively not
stable due to presence of multicollinearity.

From column two of Table 11 the study correct for problem
heteroskedasticity. The result shows that the relationship between CC and SMC
can be describe by 0.076 with robust standard error of 0.022 which yields t-
statistic of 3.45 assuming all other variables control for in the model is zero (0).
This implies that CC has positive effect on SMC and there is enough evidence
to infer a linear relationship. The relationship between GDP and stock market
performance is also described by 0.877 with a standard error of 0.277 which
yields t-test of 3.16 all other things being equal. The signs for CC and GDP are
as expected. The coefficient of the interaction term now becomes significant

and positive when the study corrected heteroskedasticity problem. This implies

that GDP complement CC in explaining the variations in SMC.
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Since the interaction term is significant the interpretation of the
parameter of CC can be tricky. To determine the effect of CC the study
calculated the partial effect of CC given the average GDP of 18.64 is described
by 0.244 with a robust standard error 0.092 which yields a t-statistic of 2.66.
Therefore at the average GDP, the study concluded that CC has statistically
significant positive effect on SMC. That is 1% enhancement in CC leads to
0.51% increase in SMC of emerging economies. This supports the work of
Mutenheri & Green (2003).

In the presence of autocorrelated errors, as long as the explanatory
variables are strictly exogenous, the OLS estimators are unbiased. This is
analogous to our results in the case of heteroskedasticity, where the presence of
heteroskedasticity alone does not cause bias or inconsistency in the OLS point
estimates. However, following that parallel argument, our study will be
concerned with the properties of our interval estimates and hypothesis tests in
the presence of autocorrelation.

A DW test of 1.021 implies the presence of positive autocorrelation in
the error term at 5% significance level. That is the error covariances are not zero
(0) and this will underestimate the variance of the parameters in the model and
also can cause use to reject null hypothesis when it is true. Breusch-Pagan test
the null hypothesis that the error variances are all equal versus the alternative
that the error variances are a multiplicative function of one or more variables.
The large chi-square of 34.82 indicates that heteroskedasticity is present. The
presence of heteroskedasticity alone does not cause bias or inconsistency in the

OLS point estimates. With the F-statistic of 69.24 which yields F-probability of
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0.000 our result shows the model fit data. The test for serial correlation and
heteroskedasticity reject the null hypothesis for the two tests.

The presence of positive serial correlation implies that our OLS
coefficients are still unbiased and consistent but inefficient because there is no
lagged dependent variable (SMC) on the RHS as an explanatory variable.
Forecasts inefficient, variances of coefficients biased and tests are invalid and
R? overestimate the fit, indicating a better fit than actually present, and t values
imply significance when in essence insignificant coefficients. The study are
more concerned with the properties of our interval estimates and hypothesis
n the presence of serial correlation. OLS is no longer BLUE in the

tests i

presence of serial correlation, and the OLS standard errors and test statistics are

no longer valid, even asymptotically.

Since the study recognize that OLS cannot provide consistent interval
estimates in the presence of autocorrelated errors, if the study assume strictly
exogenous regressors the study may be able to obtain an appropriate estimator

through transformation of the model. If the errors follow the AR(1) process in

. _ o? .
(1), the study determines that Var(u,) = ¢ / (1—p2) To improve upon the

result the study estimate allowing for the presence of autocorrelation and
heteroskedasticity in the model using FGLS. The result as shown in column
three of Table 11 confirms that GDP complement the effect of CC on stock
market performance. The partial effect of 0.167 is an improvement on the robust
OLS result which was over estimated. By correcting for heteroskedasticity and
serial correlation of the error term the study improve on the reliability of our

result. That is difference in the characteristics of the economies sampled does

not bias the result.
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Breusch-Pagan test of a large chi-square of 47.33 indicates that

heteroskedasticity is present. DW test of 1.07 implies the errors are serially

correlated.

The stationarity estimation on nonstationary variables had the tendency
to give a misleading parameter estimate of the relationship between independent
variables and dependent variable. Even though there are statistical evidence to
show that CC and GDP influence SMC the study cannot draw a firm conclusion
based on this result because the regression result displayed were based on levels,
nonstationary data series and could represent a spurious problem. Due to fact
that the variables SMC and CC are nonstationary, the study find the first
difference of the variables. The result from Table 10 above shows that the first
difference of the variables is stationary. The pearson correlation matrix of first
difference of the variables improves the problem of multicolinearity since the
correlation coefficients are relatively lower with respect to the variables in
Jevels as shown in appendix 4.

Even though there are statistical evidence to show that CC and GDP
influence SMC the study cannot draw a firm conclusion based on these results
because the regression results displayed were based on level, nonstationary data
series and could represent a spurious problem. It is also established in literature
that stationary and weakly dependent data is able to correct the effect of serial
correlation on goodness of fit measures, R-squared and adjusted R-squared. Due
to fact that the variables are non stationary, the study found the first difference
of the variables. The result from Table 10 above shows that the first difference

of the variables is stationary. Also to circumvent the problem of endogeneity

between y;; and Xie and serial correlation between u;, and v;, the DOLS
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estimator becomes necessary as OLS will be biase and inefficient. The result of

DOLS estimation is given in Table 12 below.

Table 12 - Control of Corruption and Stock Market Performance (Diff)

Variable DOLS Newey-West
AGDP 0.661** 0.482**
(0.194) 0.174
ACC 0.006** 0.005**
(0.002) 0.002
ACCxAGDP 0.005** 0.003**
(0.001) 0.001
Obs 614 614
Number groups 41
R-squared 0.336
Adj R-square 0.306
F(3, 610) 19.54
Prob 0.000
Wald chi2 48.3
Prob 0.000

Dependent variable SMC; *p <0.1, ** p < (.05, **¥* p < 0.01
Source: Field survey, Winful (2016)

From the Table 12 column one ACC is significant in explaining
variations in ASMC and the sign also as expected. Interaction variable is also
significant confirm that AGDP complement ACC. The partial effect of ACC on
ASMC expressed as 0.099 with a Newey-West standard error of 0.0316 yields
a t-statistic of 3.14. That is as ACC improves by 1% ASMC also increases by
0.099%. These finding confirms the work of Clark (2003) and Ngugi (2003).

The wald chi-square test is used to test the probability that the
correlation coefficients for all the variables included in the models are zero. Our
study test the validity of the regression model by testing whether all parameters
in each model are all equal to zero. If at least one of the parameters is not equal
to zero (0), the model does have some validity. A large value of wald chi-square
of 788.91 indicate that variations in stock market capitalization is explained by

the models. Ata 5%, there is a great deal of evidence to infer that the model is
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valid. Analyses of variance with wald chi-square -test of probability zero means
that the model fit the data set hence the quality of the regression.

The R-squared of 0.336 implies the model is able to explain 33.6% of
the variations in ASMC. An average VIF 0f2.08 shows how stable the estimated
coefficients are. DW 1.06 shows the errors are positively serially correlated and
Breusch-Pagan test of chi-square of 33.67 indicates the heteroskedasticity is a
problem.

Column two of Table 12 presents Newey-West estimation result. This
would indeed be the proper procedure to follow since it is suspected that the
variables possessed a unit root in their time series representation. Newey-West
standard errors in a time series context are robust to both arbitrary
autocorrelation (up to the order of the chosen lag) as well as arbitrary
heteroskedasticity.

Regression of the first difference of model 2 with ACC gives the result
in Table 12 column two above using Newey-West techniques. In all cases the
variable of interest ACC, is significant given an average AGDP. The result
improves that of column one above because of the smaller coefficients and
standard errors recorded. The relationship between ACC and ASMC given
average AGDP is described by 0.061 with a Newey-West standard error of
0.0199 which yieldsa t-statistic of 3.06. In all cases there were enough evidence
to believe that there is significant linear relationship between ACC and ASMC
and AGDP and ASMC. F-value of 19.54 with F-probability of 0.000 implies that
the model fits the sample data. A small chi-square 0.258 implies that

heteroskedasticity is probably not a problem or at least that if it is a problem it

isn’t a multiplicative function of the predicted values. DW of 1.84 indicates that
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the errors are not serially correlated which by implication the regression result

is not spurious. A VIF of 1.8 implies the estimated coefficients are relatively

stable.

Voice and Accountability

Voice and accountability is the degree of citizen participation in
government and in the policy making process. To establish the relationship
between explanatory variables (GDP, VA and VAxGDP), the study needs to

determine how well the model fits the sample data.

Table 13 - Voice & Accountability and Stock Market Performance (Levels)

Variable OLS OLS Rob FGLS
GDP 0.751 0.751 0.481
(0.241) (0.227) (0.174)
VA 0.064 0.064 0.042
(0.149) (0.019) (0.017)
VAXGDP 0.011 0.011 0.011
(0.042) (0.003) (0.004)
Constant 4.812 4812 3.341
(1.021) (0.924) (0.977)
Obs 615 615 615
Number groups 41
R-squared 0.415 0.488
Adj R-square 0.411
F value 48.15 66.4
Prob F 0.000 0.0000
AR(1) 0.8649
Wald chi2 854.13
Prob 0.0001

Dependent variable SMC; * p <0.1, ** p <0.05, #x% 5 <0.01
Source: Field survey, Winful (2016)

Column one of Table 13 is an OLS regression where the study determine
the relationship between explanatory variables (GDP, VA VAxGDP) with the
dependent variable (SMC) using the variables in levels. Analyses of variance
with F-test of probability of zero means that the model fit the data set and that

GDP, VA and VAxGDP are linearly related to stock market capitalization.

162



The relationship between VA and SMC is expressed by 0.064 with a

standard error of 0.149 which yields a t-statistic of 0.43. The relationship
between GDP and SMC is also described by a coefficient of 0.751 with a
standard error of 0.241. The linear relationship between the interaction variable
(VAxGDP) is also described by 0.011 with a standard error of 0.042. The signs
are as expected but there are not enough evidence to conclude that there is
significant linear relationship between VA and SMC and VAxGDP and SMC
at 5% significance level. This could be explained by the difference in growth
rate of the emerging economies sampled. In the case of GDP there is enough
evidence to conclude that there is significant linear relationship between them.
The R-square of 0.415implies the model is able to explain 41.5% of the
variations in SMC. DW of 0.961 shows the errors are positively serially
correlated and Breusch-Pagan test of a large chi-square indicate that
heteroskedasticity is present. In this model, the chi-square value of 46.39 is
large, indicating heteroskedasticity is a problem.

Column two above of Table 13 the study correct for problem
heteroskedasticity using robust standard error. The relationship between VA
and SMC is described by 0.064 with a standard error of 0.019 which yields a t-
statistic of 3.44. That is there is significant evidence that there is linear
relationship between VA and SMC as shown in column two of Table 13 above.
There is also evidence that GDP complement the effect of VA on SMC.

Because the parameter of interaction variable is significant, it implies
that an improvement in VA yields a higher increase in SMC for economies with
high GDP. To explain the partial effect the study plug in the mean value of GDP

to obtain the partial effect. So at the mean value of GDP, the partial effect of
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VA on stock market performance is b1+ bs (mean of GDP). That is
0.011-+0.064(18.64) = 1.2. This means that one percentage increase in the VA
increases stock market performance by 1.2 standard deviations from the mean
SMC.

To test whether the coefficient of the interaction term (1.2) is statistical
different from zero (0), the study rerun the regression, where the study replace
the interaction term (VAx GDP) with the difference between GDP and mean
GDP multiply by VA ((GDP — GDP)V A). This gives a new coefficient on VA,
the estimated effect GDP=18.64, along with its standard error. Running this
new regression gives the standard error of the coefficient By + B3(18.64) = 1.2
as 0.472 which yields a t=2.92). Therefore at the average GDP, the study
concludes that VA has a statistically significant positive effect on SMC. The
variable of interest VA is also positive and significant as expected indicating
that higher level of VA are associated with SMC. This outcome indicates that
VA is good predictors of stock market development in emerging countries. The
VA coefficient of 0.064 is misleading because it does not account for the effect
of GDP on VA in explaining variations in SMC.

Test for serial correlation in the error terms with DW reject the null
hypothesis at 5% significance level. DW value of 1.364 implies the study have
positive serial correlation of the error terms which is normal for time series data.
Breusch-Pagan test of a large chi-square value of 47.91 indicates that
heteroskedasticity is present. An average VIF for the model shows that the

coefficients are relatively stable and that the explanatory variables are

moderately correlated.
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To improve upon the result the study correct for autocorrelation and
heteroskedasticity in the model using FGLS the results are shown column three
of Table 13. Comparing the results in Table 13 (column three and two) the study
could see improvement the estimated coefficients. The reported standard
deviation for column three turns to be relatedly smaller than column two. The
partial effect of VA on SMC is described by 0.24 with a standard error of 0.072
which yields a t-statistic of 3.43. It is also established that GDP complement the
effect of VA on SMC.

The wald chi-square test is used to test the probability that the
correlation coefficients for all the variables included in the models are zero. A
large value of wald chi-square of 854.13 indicate that variations in stock market
capitalization is explained by the models. At a 5%, there is a great deal of
evidence to infer that the model is valid. Analyses of variance with wald chi-
square test of probability zero means that the model fit the data set hence the
quality of the regression. DW of 1.24 shows the errors are positively serially
correlated and Breusch-Pagan test of a large chi-square 49.92 indicate that
heteroskedasticity is present.

Even though there are statistical evidence to show that VA and GDP
influence SMC the study cannot draw a firm conclusion based on this result
because the regression result displayed were based on levels, nonstationary data
series and could represent a spurious problem. Due to fact that the variables
SMC, GDP and VA are non stationary, the study finds the first difference of the
variables. The result of panel unit root test from Table 10 above shows, that the

first difference of the variables is stationary. The pearson correlation matrix of

first difference of the variables improves the problem of multicolinearity since
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the correlation coefficients are relatively lower with respect to the variables in
levels as shown in appendix 4.

Though there is statistical evidence to show that VA and GDP influence
SMC the study cannot draw a firm conclusion based on these results because
the regression results displayed were based on level, nonstationary data series
and could represent a spurious problem. It is also established in literature that
stationary and weakly dependent data is able to correct the effect of serial
correlation on goodness of fit measures, R-squared and adjusted R-squared. Due
to fact that the variables are non stationary, the study found the first difference
of the variables. The result from Table 10 above shows that the first difference
of the variables is stationary. Also to circumvent the problem of endogeneity
between y; and x; and serial correlation between u; and v;, the DOLS
r becomes necessary as OLS will be biased and inefficient. The result

estimato

of DOLS estimation is given in Table 14 column one below.

Table 14 - Voice & Accountability and Stock Market Performance (diff)

Variable DOLS Newey-West
AGDP 0.334 0.481
(0.106) 0.148
AVA 0.005 0.008
(0.002) 0.003
AVAXAGDP 0.003 0.001
(0.003) 0.000
Obs 614 614
Number groups
R-squared 0.364
Adj R-square 0.339
F(3, 610) 23.61
Prob 0.000
Wald chi2 41.8
Prob 0.0000

Dependent variable SMC; * p <0.1, ** p <0.05, *** p <0.01
Source: Field survey, Winful (2016)
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With this technique the study accounts for endogeneity problem as well
autocorrelation in the model. The partial effect of AVA on ASMC is still
significant and it is expressed by 0.061. By implication 1% increased AVA leads
to 0.061% increase in ASMC given average AGDP. The coefficients are
moderately stable because of VIF of 2.38. The model rejects the null hypothesis
of no serial correlation at 5% significance level.

DW 1.12 shows the errors are positively serially correlated and Breusch-
Pagan test of chi-square of 53.42 shows the heteroskedasticity is a problem.
Accounting for endogeneity and autocorrelation our result looks more efficient
and reliable the reported smaller coefficients and standard errors.

Column one of Table 14 above the study corrects for both serial
correction and heteroskedasticity problem in the model Newey West estimation
technique. Newey-West standard errors in a time series context are robust to
both arbitrary autocorrelation as well as arbitrary heteroskedasticity.

The relationship between AVA and ASMC is described by a coefficient
of 0.008 using Newey-West techniques. There is sufficient evidence that there
is linear relationship between AVA and ASMC. Our study also have sufficient
evidence to conclude that there is complementary effect between AVA and
AGDP on SMC. The partial effect of AVA on SMC given mean of AGDP is
expressed by 0.023 with a Newey-West standard error of 0.007 which yield a
t-statistic of 3.17. By accounting for the effect of both serial correlation and
heteroskedasticity the coefficients of the parameters and their standard error
have all reduced making them more realistic and efficient and unbiased. F-value

of 23.61 with F-probability of 0.000 implies that the model fits the sample data.

The result in column two Table 14 using Newey-West techniques yields stable
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coefficients as confirmed by VIF of 2.01 for the model. Breusch-Pagan test of
small chi-square 0.541 implies that heteroskedasticity is probably not a problem
or at least that if it is a problem it isn’t a multiplicative function of the predicted
values. DW of 1.93 shows that the errors are now not serially correlated. As
serial correlation and heteroskedasticity are corrected in the model, the problem

of different characteristic of emerging economies sampled is neutralized in the

model.

Rule of Law

Rule of law is an independent, impartial judiciary; the presumption of
innocence; the right to a fair and public trial without undue delay; a rational and
proportionate approach to punishment; a strong and independent legal
profession; strict protection of confidential communications between lawyer
and client; equality of all before the law; these are all fundamental principles of
the Rule of Law (IBA, 2009).

To determine and explain the coefficients in model 2 with RL where the
study establishes the relationship between explanatory variables (GDP, RL and
RLxGDP), the study needs to determine how well the model fits the sample
data. The study used three statistics to assess the model’s fit. These are standard
error of estimates, coefficient of determination, and the F-test of the analysis of
variance. If standard error of estimate is large, the model is a poor one. the study
judges the value by comparing it to the value of dependent variable, SMC. Since
in level model 2 with RL the root MSE is 0.114 is relatively smaller than SMC,
it does appear that the standard error of estimate is small hence the model is
good fit of the data sample. This result is confirmed by coefficient of

determination 0.445. This implies that 55.5% of the variations in SMC are not
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accounted for by the model as depicted in the result Table 15 below. Average
variance inflation factor of 3.7 implies the effect of multicollinearity is minimal
on the estimated coefficients. The F-value of 48.15 shows that the model fits

well the data set.

Table 15 - Rule of Law and Stock Market Performance (Levels)

Variable OLS OLS Rob FGLS
GDP 0.811 0.811 0.818
(0.309) (0.302) (0.227)
RL -0.048 -0.048 0.041
(0.027) (0.013) (0.011)
RLxGDP -0.009 -0.009 0.007
(0.008) (0.003) (0.002)
Constant 2311 2.311 3314
(0.452) (0.768) (0.833)
Obs 615 615 615
Number groups 41
R-squared 0.445 0.445
Adj R-square 0.411
F value 48.15 48.06
Prob F 0.000 0.001
AR(1) 0.7915
Wald chi2 973.36
Prob 0.0001

Dependent variable SMC; * p <0.1, ** p <0.05, *** p <0.01
Source: Field survey, Winful (2016)

Model 2 of Table 15 column one above is the regression where the study
determines the relationship between explanatory variables (GDP, RL and
RLxGDP) with the dependent variable (SMC) using the variables in levels. The
study also test the validity of the regression model 2 by testing whether all
parameters are equal to zero. If at least one of the parameters is not equal to zero
(0), the model does have some validity. A large value of F indicates that most
of the variation in stock market capitalization is explained by GDP, RL and
RLxGDP. A small value of F indicates that most of the variations in stock
market capitalization are unexplained by GDP, RL and RLxGDP. To determine
rejection region of a 5%, there is a great deal of evidence to infer that the model
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is valid. Analyses of variance with F-test of probability of zero means that the
model fit the data set and that GDP, RL and RLxGDP are linearly related to
stock market capitalization.

The relationship between RL and SMC is expressed by -0.048 with a
standard error of 0.027 which yields a t-statistic of -1.78. Even though the sign
is not as expected there are no enough evidence to statistical conclude that there
is significant linear relationship between them. What account for this is the
possible difference in growth rate of emerging economies sampled. The
relationship between GDP and SMC is also described by a coefficient of 0.811
with a standard error of 0.309 which yields t-statistic of 2.62. Here there is
enough evidence to conclude that there is positive linear relationship and the
sign of the coefficient is as expected. The interaction between RL and GDP turn
out not to be significant in explaining variability SMC. That is there is no
significant evidence to conclude that GDP complement RL in explaining
variability in SMC. The sign is also not as expected. Test for the presence of
heteroskedasticity using Breusch-Pagan test gave a large chi-square of 34.82
indicating that heteroskedasticity is present. DW test 1.87 shows the errors are
not statistically positively serially correlated.

Column two of Table 15 below the study corrects for the problem of
heteroskedasticity by estimating robust standard. Our variable of interest is RL
and the study control for GDP and the interaction of two explanatory variables.
The results shows that the relationship between RL and SMC can be describe
by -0.048 with standard error of 0.013 which yields t-statistic of -3.81 assuming
all other variables control for in the model is zero (0). This implies that RL has

negative effect on stock market performance but there is enough evidence to
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infer a linear relationship. The relationship between GDP and SMC is also
significant. The sign for RL is not as expected but GDP had the expected sign.
The coefficient of the interaction term is significant and negative, which implies
that GDP compete with RL in explaining the variations in SMC.

Since the interaction term is significant the interpretation of the
parameter of RL can be tricky. To determine the statistical significance of the
coefficient of the partial effect of RL on SMC the study needs to rerun the
regression where the study replaces the interaction variable with GDP less the
average GDP multiple by RL. Running this new regression gives the standard
error for the partial coefficient -0.216 as 0.168, which yields t = -3.04. The study
concludes that RL has statistically significant negative effect on stock market
performance. That is 1% enhancement in RL leads to 0.22% reduction in SMC
of emerging economies. The sign is not as expected. This finding is counter
intuitive.

In the presence of autocorrelated errors, as long as the explanatory
variables are strictly exogenous, the OLS estimators are unbiased. A DW test of
0.67 implies the presence of positive autocorrelation in the error term. That is
the error covariances are not zero (0) and this will underestimate the variance
of the parameters in the model and also can cause us to accept null hypothesis
when it is false. The F probability of 0.000 implies the data fits the model.
Breusch-Pagan test of a large chi-square 42.54 indicates that heteroskedasticity
is present. The presence of heteroskedasticity alone does not cause bias or
inconsistency in the OLS point estimates. The presence of positive serial

correlation also implies that our OLS coefficients are unbiased and consistent

but inefficient.
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To improve upon our result the study corrects for both heteroskedasticity
and serial correlation by using FGLS technique, result is shown in column three
of Table 15. This technique confirms that RL, GDP and their interaction are
significant in explaining the variations in SMC at 5% significance level. Since
GDP influences RL the study estimates the partial effect of RL on SMC. The
estimated coefficient of 0.172 with a standard deviation 0.05 yields z statistic of
3.41. Our study now have an improved result where RL is significant and also
with the expected sign.

A large value of wald chi-square of 973.36 indicate that variations in
stock market capitalization is explained by the models. At a. 5%, there is a great
deal of evidence to infer that the model is valid. Analyses of variance with wald
chi-square -test of probability zero means that the model fit the data set hence
the quality of the regression. Test for serial correlation of DW 0.997 and
heteroskedasticity test using Breusch-Pagan test which has a chi-square of 53.97
indicate that serial correlation and heteroskedasticity are present in the model.
The variance inflation factor of 5.18 shows that the result is not relatively stable
as it is close to VIF of 5. Comparing column three with column two of Table
15, our study realizes an improvement in the result. The parameters were
overestimated under column two above due to the presence of serial correlation
and possible heteroskedasticity problem.

Since the regression has been on the variables in levels and the variables
GDP and SMC are non stationary, makes the results inefficient. The first
difference makes GDP, RL and SMC stationary. To circumvent the problem of
endogeneity and serial correlation the DOLS estimator becomes necessary as

OLS and FGLS will be biased and inefficient.
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The result of DOLS estimation is given in Table 16 below. From column
one of Table 16 it can be established that ARL is significant in explaining
variations in ASMC and the sign also as expected. Interaction variable is also
significant confirm that AGDP complement ARL. The partial effect of ARL on
ASMC expressed as 0.062 with a Newey-West standard error of 0.02 yields a t-
statistic of 3.04. That is as RL improves by 1% ASMC also increases by 0.062%.
The R-squared of 0.357 implies the model is able to explain 35.7% of the
variations in ASMC. Bresuch-Pagan test (chi-squares 31.87) and DW (0.368)
reject the null hypothesis for the two tests. Wald chi2 of probability of 0.000
implies the data set fits the model well.

Table 16 - Rule of Law and Stock Market Performance (Diff)

Variable DOLS Newey-West
AGDP 0.441 0.621
(0.158) (0.199)
ARL 0.006 0.006
(0.002) (0.002)
ARL xAGDP 0.003 0.002
(0.001) (0.000)
Obs 614 614
Number groups 41
R-squared 0.357
Adj R-square 0.349
F(3, 610) 35.44
Prob 0.000
Wald chi2 57.3
Prob 0.000

Dependent variable SMC; * p <0.1, ** p <0.05, *** p <0.01

Source: Field survey, Winful (2016)

Since the variables possessed a unit root in their time series

representation the study apply Newey-West standard error which is robust to

both arbitrary autocorrelation as well as arbitrary heteroskedasticity to make the

result more efficient.
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The result shows an improvement on the result in column three of Table
15 above. It could be deduced that the coefficients of the parameters are over-
estimated and so also is the standard errors. The variable of interest is till
significant and the sign is as expected. The relationship between ARL and
ASMC is expressed by 0.006 with a 0.002 Newey-West standard error all other
variables constant. The coefficient of 0.043 depicts the partial effect of ARL on
ASMC. By implication 1% improvement in ARL assuming an average value of
AGDP leads to 0.043% increase in ASMC. There is enough evidence to
conclude that there is linear relationship between ARL and ASMC at 5%
significance level.

It could be deduce from the analysis that as the study correct for
heteroskedasticity and serial correlation, the standard errors of the estimates
become reasonable smaller, indicating how efficient and reliable the result have
become. Breusch-Pagan test with a small chi-square 0.412 implies that
heteroskedasticity is probably not a problem or at least that if it is a problem it
isn’t a multiplicative function of the predicted values. DW test (2.012) also
shows that the problem of serial correlation of the errors has been corrected.
Post estimation test support the result that the model fit the sample data and the

result is an efficient and unbiased result as shown in Table 15 column two

Using the first difference of the variables the VIF 1.91 is a confirmation of the

reliability of the result.
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Regulatory Quality

The regulatory quality defines the capacity for government to formulate
and implement sound policies and regulations that permit and promote private
sector development. The objective of this section is to test the hypothesis that
regulatory quality (RQ) has no effect on stock market performance. To test the
validity of the linearity of model 2 in levels with RQ, the study sets all the all
parameters to be equal to zero. If at least one of the parameters is not equal to
zero (0), the model does have some validity. A large value of F test of 48.15
indicates that most of the variation in stock market performance is explained by
RQ, GDP and their interaction. Analyses of variance with F-test of probability
zero means that the model fit the data set and that gross domestic product and
RQ are linearly related to stock market performance. Average variance inflation

factor of 3.0 implies the effect of multicollinearity is minimal and the

coefficients are relatively stable.

Table 17 - Regulatory Quality and Stock Market Performance (Level)

Variable OLS OLS Rob FGLS
GDP 0.948*** 0.948%** 0.818***
(0.282) (0.206) (0.171)
RQ 0.077 0.077** 0.077***
(0.103) (0.015) (0.023)
RQxGDP 0.011 0.011* 0.008**
(0.082) (0.004) (0.003)
Constant 7.014%*x* 7.014%** 7.274%**
(1.364) (0.977) (1.147)
Obs 615 615 615
Number groups 41
R-squared 0.477 0.477
Adj R-square 0.411
F value 48.15 57.94
Prob F 0.000 0.000
AR(1) 0.8814
Wald chi2 867.77
Prob 0.0000

Dependent variable SMC; *p<0.1,** p <0.05, *** p<0.01
Source: Field survey, Winful (2016)
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Column one of Table 17 above is the regression where the study
determines the relationship between explanatory variables (GDP, RQ and
RQxGDP) with the dependent variable (SMC) using the variables in levels. The
study also test the validity of the regression model 2 by testing whether all
parameters are equal to zero. If at least one of the parameters is not equal to zero
(0), the model does have some validity. A large value of F indicates that most
of the variation in stock market capitalization is explained by GDP, RQ and
RQxGDP. A small value of F indicates that most of the variations in stock
market capitalization are unexplained by GDP, RQ and RQxGDP. To determine
rejection region of a 5%, there is a great deal of evidence to infer that the model
is valid. Analyses of variance with F-test of probability of zero means that the
model fit the data set and that GDP, RQ and RQxGDP are linearly related to
stock market capitalization.

The relationship between RQ and SMC is expressed by 0.077 with a
standard error of 0.103 which yields a t-statistic of 0.75. Even though the sign
is as expected there are no enough evidence to statistical conclude that there is
significant linear relationship between them. The relationship between GDP and
SMC is also described by a coefficient of 0.948 with a standard error of 0.282
which yields t-statistic of 3.36. Here there is enough evidence to conclude that
there is positive linear relationship and the sign of the coefficient is as expected.
The interaction between RQ and GDP turn out not to be significant in explaining
variability SMC. That is there is no significant evidence to conclude that GDP

complement RQ in explaining variability in SMC. This could be due to

differences in characteristic of the sampled economies. Test for the presence of

176




heteroskedasticity using Breusch-Pagan test gave a large chi-square of 43.16
indicating that heteroskedasticity is present.

From column two of Table 17 the study corrects for the problem of
heteroskedasticity by estimating robust standard. Our variable of interest is RQ.
The result shows that the relationship between RQ and SMC can be describe by
0.077 with standard error of 0.015 which yields t-statistic of 4.17 assuming all
other variables control for in the model is zero (0). The sign for RQ is as
expected. The coefficient of the interaction term is significant and positive,
which implies that GDP complement RQ in explaining the variations in SMC.

The coefficient of the partial effect of RQ on SMC is expressed by 0.22
with a standard error of 0.063 which yields t-statistic of 3.48. Therefore at the
average GDP, our study concludes that RQ has statistically significant positive
effect on SMC at 5% significant level. That is 1% enhancement in RQ leads to
0.063% increase in SMC of emerging economies. The sign is as expected.

Durbin-Watson test of 0.614 implies the presence of positive
autocorrelation in the error term providing evidence on the non-stationarity of
the data series and affirming the need to make them stationary. Breusch-Pagan
test with a chi-square value of 34.19 is large, indicating heteroskedasticity is a
problem.

Just like the result of other elements of IQ discussed above, due the
presence of positive serial correlation OLS coefficients will be unbiased and
consistent but inefficient. To improve upon our results the study rerun using

FGLS estimating technique correcting for both heteroskedasticity and serial

correlation in model and the results are shown in column three of Table 17

above.
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Our study confirm that RQ, GDP and its interaction are significant in
explaining the variations in SMC. Since GDP influences RQ the study estimates
the partial effect of RQ on SMC which gives estimated coefficient of 0.226 with
a standard deviation 0.0769 yields z statistic of 2.94. The study now have an
improved results where RQ is significant and with the expected sign. Wald chi-
square value of 867.77 and p-value of 0.000 implies the model fits the data set.
DW of 0.692 implies that serial correlation of the error term is a problem.
Breusch-Pagan test of 41.95 also implies that heteroskadicity is also a problem.
Comparatively column three is more improved result than column two of Table
17. The parameters were overestimated under column two due to the presence
of serial correlation and heteroskedasticity.

Since the regression has been on the variables in levels and the variables
GDP and SMC are non stationary, makes the results inefficient. The first
difference makes GDP, RQ and SMC stationary. To circumvent the problem of
endogeneity and serial correlation the DOLS estimator becomes necessary as it

gives unbiased and efficient result.

Table 18 - Regulatory Quality and Stock Market Capitalization (Diff)

Variable DOLS Newey-West
AGDP 0.748%*x* 0.413%*
(0.198) (0.140)
ARQ 0.071*** 0.005%*
(0.023) (0.002)
ARQ xAGDP 0.008** 0.001*
(0.003) (0.000)
Obs 614 614
Number groups
R-squared 0.394
Adj R-square 0.389
F(3, 610) 35.44
Prob 0.000
Wald chi2 53.7
Prob 0.001

Dependent variable SMQ; *p<0.1, ** p<0.05, ** p <0.01
Source: Field survey, Winful (2016)
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To avoid the problem of endogeneity and serial correlation, the DOLS
estimator becomes necessary as OLS and FGLS will be biased and inefficient.
The result of DOLS estimation is given in column one of Table 18 above. The
result shows that ARQ is significant in explaining variations in ASMC and the
sign also as expected. Interaction variable is also significant confirms that
AGDP complement ARQ. It is also established that AGDP complement the
effect of ARQ on ASMC. The partial effect of ARQ on ASMC expressed as 0.22
with a Newey-West standard error of 0.072 yields a t-statistic of 3.06. That is

as ARQ improves by 1% ASMC also increases by 0.22%. The R-squared of

0.394 implies the model is able to explain 39.4% of the variations in ASMC.

With DW test of 1.21 the study reject that the errors are serial correlated.

Wald chi-square value of 53.7 and a probability of 0.001 imply the data set fits

the model well. Breusch-Pagan test chi-square of 45.91 rejects the null

hypothesis of homoskedasticity. VIF of 3.91 shows that the coefficients from

the model are all moderately stable.

Using Newey West technique the study corrects for both
heteroskedasticity and serial correlation in the model using the variables in their

first difference to make the result more efficient.

Comparing the result from column three of Table 17 with column one if
Table 18 the study sees improvement in the result. The variables of interest are

till significant and the signs are as expected as shown in Table 18 above. From

the result 1% increase in ARQ assuming an average value of AGDP leads to

0.024% increase in ASMC. There is enough evidence to conclude that there is

linear relationship between ARQ and ASMC. This is an improvement of the

overestimated coefficients in the earlier two techniques.
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F-value of 35.44 with a p-value 0f 0.000, points to the fact that the model
fits the data set well. The VIF 1.79 support that the coefficients are stable and
reliable. Breusch-Pagan test of a small chi-square 0.718 implies that
heteroskedasticity is probably not a problem or at least that if it is a problem it

isn’t a multiplicative function of the predicted values. DW also of 2.01 implies

the residuals are not serially correlated.

Political Stability

This indicator addresses those factors which undermine political
stability such as conflicts of ethnic, religious, and regional nature, violent

actions by underground political organizations, violent social conflicts, and

external public security. To test the validity of the linearity of model 2 with PA,
the study sets all the parameters, be equal to zero. All the parameters estimated

in the model were equal to zero (0) which implies the model is valid and fits

well the data. Average variance inflation factor of 4.4 implies the effect of

multicollinearity is high which indication that the estimated coefficients are

relatively not stable. A large value of F-statistic of 53.25 indicates that most of

the variation in stock market capitalization is explained by GDP, PS and

PSxGDP as shown in column one of Table 19 below.
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Table 19 - Political Stability and Stock Market Performance (Levels)

Variable OLS OLS Rob FGLS
GDP 0.922%** 0.922%** 0.811%**
(0.118) (0.193) (0.264)
PS 0.082 0.082%* 0.026***
(0.057) (0.039) (0.009)
PSxGDP 0.009 0.009*** 0.009%***
(0.023) (0.002) (0.003)
Constant 12.744%** 12.744*** 8.311**x
(1.264) (2.100) (1.703)
Obs 615 615 615
Number groups 41
R-squared 0.541 0.541
Adj R-square 0.411
F value 53.25 49.14
Prob F 0.000 0.000
AR(1) 0.8954
Wald chi2 887.92
Prob 0.0001

Dependent variable SMC; *p<0.1, ** p<0.05, *** p <0.01
Source: Field survey, Winful (2016)

The relationship between PS and SMC is expressed by 0.082 with a
standard error of 0.057 which yields a t-statistic of 1.44. This implies there is

not enough evidence 1o reject the null hypothesis that there is no statistical

positive linear relationship between them. The relationship between GDP and

SMC is also described by a coefficient of 0.922 with a standard error of 0.811

yields a t-statistic of 7.81. Here there is enough evidence to reject the null

hypothesis of no significant relationship. The interaction between PS and GDP

turn out not to be significant in explaining variability SMC. That is there is no

significant evidence to conclude that GDP complement PS in explaining

variability in SMC. The model is able to explain 54.1% of the variations in

SMC. A large chi-square value of 34.82 from Breusch-Pagan test shows that

heteroskedasticity is problem in the model. DW of 1.412 implies that serial

correlation of the error term is a problem.
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The study correct for problem heteroskedasticity and the result is as
shown in column two of Table 19. The result shows that the relationship
between PS and SMC can be describe by 0.082 with standard error of 0.039
which yields t-statistic of 2.12 assuming all other variables control for in the
model is zero (0). This implies that PS has positive effect on SMC but there is
not enough evidence to infer a linear relationship at 5% significant level. The
coefficient of the interaction term is significant and positive indicating a
complementary of GDP to PS in explaining variations SMC.

The partial effect of PS is described by coefficient 0.25 and significant
all the traditional significant level. That is 1% enhancement in PS leads t0 0.25%

increase in SMC of emerging economies. The sign is as expected.

A DW test of 0.971 implies the presence of positive autocorrelation in

the error term. That is the error covariances are not zero (0) and this will

overestimate the variance of the parameters in the model and also can cause us
to accept null hypothesis when it is false. In effect, Durbin-Watson test
indicated presence of high positive serial correlations in the regression residuals
at level, providing further evidence on the non-stationarity of the data series and
affirming the need to make them stationary. Breusch-Pagan test of large chi-
square 39.48 implies that heteroskedasticity is probably a problem or at least
that if it is a problem it isn’t a multiplicative function of the predicted values.
The F probability of 0.000 implies the data fits the model.

The presence of positive serial correlation and heteroskedasticity
implies that our OLS coefficients are still unbiased and consistent but

inefficient. This implies that forecasts inefficient, variances of coefficients

biased, tests are invalid and R? overestimate the fit, indicating a better fit than
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actually present, and t values imply significance when in essence insignificant
coefficients.

To improve upon our result the study adopts GLS estimating technique.
Generalized least squares (GLS) allow models to correct for heteroskedasticity
and serial correlation and the results are shown in column three of Table 19.
This technique confirms that PS, GDP and their interaction are significant in
explaining the variations in SMC. By this the study rejects our null hypothesis
that PS has no significant linear relationship with SMC. Since GDP influences
PS the study estimates the partial effect of PS on SMC. The estimated
coefficient of 0.194 with a standard deviation 0.065 yields z statistic of 2.99.
Comparing column two and three of Table 19, the study realized that the
parameters were overestimated under column two is due to the presence of serial
correlation and heteroskedasticity. DW 0.974 and test Breusch-Pagan test of
i-square of 39.48 implies that heteroskedasticity and serial correlation

large ch

of the error term is still a problem. Wald chi-square value of 887.92 and p-value
of 0.001 implies the model fits the data set.

Test for unit root of GDP, PS and SMC reject the null hypothesis that
the variables are stationary. The test for unit root in first difference of the
variables was stationary. That is the study fails to reject unit root of the variables
in their first difference. The study rerun the regression using dynamic OLS to
circumvent the problem of endogeneity as well as serial correlation.

with DOLS APS is significant in explaining variations in ASMC and
the sign also as expected. Interaction variable is also significant confirm that
ment APS. The partial effect of APS on ASMC expressed as 0.08

AGDP comple

with a Newey-West standard error of 0.026 yields a t-statistic of 3.11. That is
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as APS improves by 1% ASMC also increases by 0.08% given average AGDP.
The R-squared of 0.481 implies the model is able to explain 48.1% of the
variations in ASMC. A DW test of 1.08 the study rejects the null hypothesis that
the errors are serial correlated. Breusch-Pagan test of large chi-square 47.13

implies that heteroskedasticity is probably a problem. Wald chi-square of

probability of 0.000 implies the data set fits the model well. Test of

multicollinearity using VIF of 2.09 shows that the model estimated coefficients

are relatively stable. Comparing the result from column three of Table 19 with

column one of Table 20, the study realizes an improvement the result as

depicted by the relatively lower coefficient values and Newey-West standard

errors for the parameters of interest.

20 - Political Stability and Stock Market Performance (Diff)

Table

Variable DOLS Newey-West
AGDP 0.309** 0.301**
(0.110) (0.103)
APS 0.005** 0.004**
(0.002) (0.001)
APS xAGDP 0.004*** 0.003*
(0.001) (0.002)
Obs 614 614
Number groups 41
R-squared 0.481
Adj R-square 0477
F(3, 610) 35.44
Prob 0.000
Wald chi2 39.8
Prob 0.000

Dependent variable SMC; *p<0.1, ** p <0.05, *** p <0.01
Source: Field survey, Winful (2016)
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The study correct for the problem of serial correlation and
heteroskedasticity in the model using Newey-West technique to make the result

more efficient and reliable as shown in column two of Table 20.

With the first difference of the variables of interest the study determines
whether the variables are linearly related to ASMC using Newey-West

technique to control for both heteroskedasticity and serial correlation. The result

is as given in column two of Table 20 above. The result in the table improves

the earlier result. The variables of interest are still significant and the signs are

as expected. The result confirms that there is enough evidence to conclude that

there is a linear relationship between APS and ASMC and this relationship is

expressed by 0.004. It was again established that AGDP complement the effect

of APS on ASMC. The partial effect of APS on ASMC is described by 0.06 with
Newey-West standard error of 0.021 which yields a t-statistic of 2.91.

An F-value of 35.44 with probability of 0.000 implies the model fits the

model fits the data set. An average VIF of 1.09 for the model shows how the

coefficients of the model are stable. Breusch-Pagan test the null hypothesis that

the error variances are all equal versus the alternative that the error variances

are a multiplicative function of one or more variables. A small chi-square 0.228

implies that heteroskedasticity is probably not a problem or at least that if it is a

problem itisn’ta multiplicative function of the predicted values. DW of 1.99

also implies the errors are not serially correlated.
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Government Effectiveness

Government effectiveness measures the quality of public services and
policy formulation and implementation, and thus indicates the credibility of the

government's commitment to such policies. Our study examined the effect of

GE and GDP on stock market performance (SMC) of emerging economies. To

test the validity of the linearity of model 2 with GE, the study sets all the

parameters, be equal to zero. A large value of F indicates that most of the

variation in stock market capitalization is explained by GDP, GE and GExGDP.

This implies the model is valid and fits well the data. Average variance inflation

factor of 4.7 implies the effect of multicollinearity is high which indication that

the estimated coefficients are relatively not stable. A large value of F-statistic

of 48.21 indicates that most of the variation in stock market capitalization is

explained by GDP, GE and GExGDP. The model is able to explain 41.1% of

the variation in SMC as depicted in column one of Table 21 below.

vernment Effectiveness and Stock Market Performance (Level)

Table 21 - G0
—Variable OLS OLS Rob FGLS
——GDP 0.921%** 0.921%**  0.711%**
(0.238) (0.236) (0.202)
GE 0.011 0.011*** 0.009***
(0.009) (0.002) (0.003)
GEGDP 0.009 0.000%*+  0.007+**
(0.007) (0.003) (0.002)
Constant 11.028%%%  11.028%%*  7,048%%»
(2.864) (3.206) (1.377)
— b 615 615 615
Number groups 41
Rosquared 0.445 0.445
Adj R_Square 0.41 l
F value 48.21 48.14
Prob F 0.000 0.000
AR(1) 0.8814
wald chi2 972.06
Prob 0.0000
Dependent variable SMC; * p<0.1,** p <0.05, *** p <0.01
Winful (2016)

Source: Field survey,
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The relationship between explanatory variables (GDP, GE and
GExGDP) with the dependent variable (SMC) using the variables in levels. To
determine rejection region of a 5%, there is a great deal of evidence to infer that
the model is valid. The relationship between GE and SMC is expressed by 0.011
with a standard error of 0.009 which yields a t-statistic of 1.22. To test the
statistical significance of the linear relationship, the study found out that there

is not enough evidence to reject the null hypothesis no relationship between GE

and SMC. The relationship between GDP and SMC is also described by a

coefficient of 0.921 with a standard error of 0.238. At 5% significant level the

study rejects the null hypothesis that there is significant relationship between

GDP and SMC. The signs are all as expected. The interaction between GE and

GDP turn out not to be significant in explaining variability in SMC. That is there

is no significant evidence to conclude that GDP complement GE in explaining

variability in SMC. Breusch-Pagan test of a large chi-square value of 34.82

indicate that heteroskedasticity is present. A DW test of 1.13 the study rejects

the null hypothesis that the errors are serial correlated.

In column two above the study corrects for problem of

heteroskedasticity by computing robust standard error. The result shows that

there is enough evidence to conclude that there is linear relationship described

by 0.011 between GE and SMC assuming that GDP is constant. The study also

establishes that there is complementary relationship between GE and GDP to

SMC, making the coefficient of GE 0f 0.011 misleading. To determine the effect

of GE the study calculates the partial effect of GE given the average GDP of

18.64 is described by 0.179 with a robust standard error 0.067 which yields a t-

statistic of 2.66.
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With the F-statistic of 48.14 which yields F-probability of 0.000 the

study presents that the model fit data. DW test of 0.719 for serial correlation

and Breusch-Pagan test of chi-square of 49.17 for heteroskedasticity reject the

null hypothesis for the two tests at 5% significant level.

To improve upon the result the study corrects for the presence of

autocorrelation and heteroskedasticity in the model using FGLS. The result as

depicted in column three Table 21 above confirms that GDP complement the

effect of GE on SMC and this is described by 0.007 with a standard error of

0.002. The partial effect GE on SMC is expressed by 0.139 at 5% significance

level is an improvement on the overestimated OLS result as shown in column

two of Table 21. Using FGLS it again established that GDP complement the

effect of GE on SMC which is expressed by 0.007 with a standard error of 0.002

DW test of 0.218 for serial correlation and Breusch-Pagan test of chi-square of

36.84 for heteroskedasticity reject the null hypothesis for the two tests at 5%

significant level. A wald chi-square value of 972.06 which yields p-value of

0.000 means the model fits well the data set.

To account for the nonstationarity of the variables in the model as shown
in Table 10 above the study takes the first difference of the variables which
make all the variables stationary. The study then controls for the problem of
endogeneity by running the regression with DOLS technique. The result
blished that the linear relationship between AGE and ASMC can be

6 with a standard error of 0.003. There is enough evidence to

esta

described by 0.00

ar relationship between AGE and ASMC given

conclude that there exist @ line

that other explanatory variables in model are constant.
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Th . . .
e relationship between the interaction variable in model and ASMC i
also i )
expressed by 0.005 with a standard error of 0.002 as shown in col
column one
of T is impli
able 22 below. This implies that AGDP complements the effect AG
€c E on

ASMC. Since the interactio i
n variable is significant th
e explaining of AGE

assumin i i 1 1 1 1
g AGDP is zero 1S unrealistic. This is because zero AGDP is not i
not in the

range of AGDP data in the sample. The partial effect of AGE assuming
average

AGDP is expressed by 0.16 with a Newey-West standard etror of 0.054

22 - Government Effectiveness and Stock Market Performance (D
nce (Diff)

Table

Variable DOLS Newey-West
AGDP 0.483%** 0.409***
(0.139) 0.14
AGE 0.006* 0004+
(0.003
AGE xAGDP 0.005*1 éodggll
(0.002) (0.001)
Obs 614 614
Number groups 41
R-squared 0.367
Adj R-square 0.363
F(3, 610)
Prob 340(1)?
Wald chi2 46.4 .
Prob 0.000
MC; *p<0.1, ** p<0.05, *** p <0.01

Depé_;dent variable S
Source: Field survey

the effect of endogeneity and autocorrelation the result

Winful (2016)

Controlling for

is much better than the FGLS result above The study rej
: y rejects the null h )
ypothesis

that the errors are not serial correlated with DW test of 0.397. With B
277 W1 reusch-

of chi-square of 38.09 the study also rejects the null hypothesis of
esis o

Pagan test
homoskedasticity. Wald chi-square value 46.4 with probability of 0.000 sh
. shows

that the data set fits the model well.
In column tWO above the study establishes the relationship between AG
een AGE

and ASMC by correcting for both heteroskedasticity and serial correlati
ion using
The result in the table improves the earlier result. Th
. The

y-West technique-
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variables of interest are still significant and the signs are as expected. The result
confirms that there is enough evidence to conclude that there is a linear

relationship between AGE and ASMC and this relationship is expressed by

0.004. There is also enough evidence to conclude that GDP complement GE on

the effect on ASMC.
The partial effect of AGE on ASMC is described by 0.041 with Newey-

West standard error of 0.013 which yields a t-statistic of 3.13. From the result

above 1% increase in AGE assuming an average value of AGDP leads to 0.031%

increase in ASMC. There is enough evidence to conclude that there is linear

relationship between AGE and ASMC. An F probability of 0.000 proves that the

results are reliable and efficient. An average VIF of less than five (< 5) for the

model implies that the study concludes that the multicollinearity is minimized

hence all the estimated coefficients in models are relatively stable. Breusch-

Pagan test the null hypothesis that the error variances are all equal versus the

alternative that the error variances are a multiplicative function of one or more

variables. A small chi-square 0.196 implies that heteroskedasticity is probably

a problem or at east that if it is a problem it isn’t a multiplicative function

Jues. Serial correlation test with DW of 1.97 implies the errors

not

of the predicted va

of the model aré not serially correlated. These findings are consistent with Ali

(2011) and Yartey (2008).

190



Institutional Quality

The measurement of institution quality (IQ) is the average of CC, VA

RL, RQ, PS and GE. To test the validity of the linearity of the model the study

sets all the parameters, to be equal to zero. That is whether GDP, institutional
b

quality (1Q) and the interaction of IQ and GDP are linearly related to SMC. A

large value of F-statistic of 43.26 indicates that most of the variation in stock

market capitalization is explained by GDP, 1Q and IQxGDP. Model 2 of Table

23 column one is the regression where the study determines the relationship

between explanatory variables (GDP, IQ and IQxGDP) with the dependent

variable (SMC) using OLS technique.
Stock Market Performance (Level)

Table 23 - Institutional Quality and
Variable OLS OLS Rob FGLS
GDP 0.973*** 0.973%** 0.716%**
(0.274) (0.218) (0.182)
IQ -0.792* -0.792 0.194%*
(0.361) (0.472) (0.063)
1QxGDP 0.015 0.015%* 0.017%%%*
(0.024) (0.005) (0.005)
Constant 18.681*** 18.681*** -6.]37%**
(1.563) (1.903) (1.258)
Obs 615 615 615
Number groups 41
R-squared 0.476 0.476
Adj R-squar® 0.411
F value 43.26 83.97
Prob F 0.000 0.000
AR(1) 0.8644
Wald chi2 784.34
Prob 0.0001
ent variable SMC; *p <0.1,** p<0.05, *** p <0.01

Depend :
Source: Field survey, Winful (2016)

The relationship petween IQ and SMC is expressed by -0.792 with a

or of 0.361 which yields a t-statistic of -2.19. The relationship

standard err
MC is also described by a coefficient of 0.973 with a

between GDP and S
of 0.274. For both variables there is enough even to conclude that

standard error

191



there is significant lin i
ear relationship between
them and SMC. The si
. The sign for the

SMC. That is there is no signi i
gnificant evidence to concl
ude that GDP com
plement

IQ in explaining variability in SMC.
Table 23 column two correct for heteroskedasticity problem b
y using

robust standard errors The result sh
. ows that the relationshi
ip between IQ and

stock market performance can be descri
cribe by -0.792 with
. standard error of

0.472 which yields t-statistic of -1.68 assuming all other variables control fi
ntrol for in

the model is zero (0). This implies that IQ h
. as negative effect on sto
ck market
performance but there is not enough evidence to infer a linear relationsh
| | onship. The
relationship between GDP and stock market performance is also describ
escribed by
0.973 with a standard error of 0.218 which yields t-test of 4.47 all oth
. other things
being equal. The sign for IQ is not as expected but GDP had the expected
ected sign.
The coefficient of the interaction term is significant
and positive, which impli
) implies
DP complement IQ in explaining the variations in SMC. The partial eff:
. 1al effect

he complementary effect of 0.015. A DW test of 1.27 th
27 the

that G

of IQ on SMC ist

s the null hypothesis that
j-square of 52.33 indicate that heteroskedasticity i
1S

study reject the errors are serial correlated. Breusch
. Breusch-

Pagan test of a large ch

present in the model.

As long as the explanatory variables are strictly exogenous, the O
, the OLS

estimators are unbiased in the presence of autocorrelated errors. Th
rs. This is

our results in the case of heteroskedastici
ity, where the
presence of

analogous t0
does not cause bias or inconsi
nsistency in the OLS poi
point

kedasticity alone

heteros
r, following that parallel argument, the study is conc
ern with

estimates. Howeve
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autocorrelation in th i
e error term. That is the error covariances are not
not zero (0)

can cau j i
se us to reject null hypothesis when it is true The prese f
: nce of positive

serial correlation implies that
our OLS coefficien
ts are still unbi
iased and

consistent but inefficient because there i
is no lagged dependent vari
variable (SMC)

coefficients biased and tests ar¢ invali
valid and R? ]
d R? overestimate the fit, indicating a

petter fit than actually present, and i
t values imply signi
gnificance when i
n essence

-Pagan chi-square of 43.75 shows that

insignificant coefficients. Breusch

heteroskedasticity is a probable problem. The
. F probability of 0 i
.000 implies the

data fits the model with an average VIF of 4
.86, shows that th
e coefficients of

del are relatively unstable.

n our result our study runs OLS correcting for both serial

the mo

To improve upo

correlation and heteroskedasticity by using FGLS estimating techni
chnique, the

presented in column three of Table 23. This techni
. nique also confirms th
at

action aré signiﬁcant in explaini
plalmng the variati i
iations in SMC

result

1Q, GDP and its inter

since GDP influences 1Q the study estimates the parti
partial effect of IQ o
n SMC.

mated coefficient of
udy now have an improved results where IQ is signifi
ificant

The esti 0.511 with a standard deviation 0.150 yield
- ields z

atistic of 3.41. Thest
he expected sign. The improvement i i
is seen in the reduc
e standard

st
and also witht
d coefficient value

del fits the data set.

errors an s. Wald chi-square value of 784.34 and p-val
‘ -value of

0.000 implies the mo

193



A DW test of 1.34 and Breusch-Pagan test of 47.7 means that our stud
Yy

have problem with the serial correlation and heteroskedasticity. This gi
. This gives

evidence that the data may not be stationary as shown in Table 10 ab
above.

variables GDP, 1Q and SMC are non stationary, makes the results ineffici
icient.

The first difference makes these variables GDP, IQ and SMC stationa d th
ry and the

study rerun the regression using DOLS gives the result in column one of Tabl
able

24 below.

Stationarity is important for estimation. Applying least squ
ares

ns on nonstationary variables can give misleading parameter estimat
mates

regressio

of the relationships between variables. It also enables us to make a
n accurate

prediction in forecasting the effect of the explanatory variables on th
e stock

dence to conclude a linear relationship between AIQ and ASMC. Th
. The

enough evi
ationship is expressed by 0.009 with a Newey-West standard error of 0.003

statistic of 3.41. The interaction effect also shows that AGDP

rel
which yields 2 t-

complements AIQ.
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Table 24 - Institutional Quality and Stock Market Performance (Diff)

Variable DOLS Newey-West
AGDP 0.708*** 0.423***
(0.198) (0.158)
AIQ 0.009%** 0.005**
(0.003) (0.002)
AIQ xAGDP 0.004* 0.003**
(0.002) (0.001)
Obs 614 614
Number groups 41
R-squared 0.387
Adj R-square 0.373
F(3, 610) 44.16
Prob 0.001
Wald chi2 57.5
. Prob 0.000
Dependent variable SMC; * p <0.1, ** p<0.05, *** p <0.01

Source: Field survey, Winful (2016)
To determine the statistical significance of the coefficient of the partial

effect of AIQ on stock market capitalization the study needs to rerun the

regression where the study replace the interaction variable with gross domestic

roduct less the average gross domestic product multiple by AIQ. Running this

s the standard error for B, + B5(18.64) = 0.084 as 0.028

p

new regression give

which yieldst= 3.01. Therefore at the average gross domestic product, the study
concludes that AIQ has statistically significant positive effect on stock market

performance. That is 1% enhancement in AIQ leads to 0.0.084% increase in
ASMC of emerging economies. The study realizes that accounting for
endogeneity and serial correlation the result has become more efficient and
reliable. These finding confirms the work of Clark (2003) and Ngugi (2003).

d of 0.387 implies the model is able to explain 39% of the

The R-squar®

ions in ASMC.
£0.918 gives an indication of the presence of serial correlation

variat
DW testO

rejects null hypothesi

autocorrelation. Test for the presence of heteroskedasticity in the model with

The study s and conclude that the errors have first-order

195



in the errors. T i
he wald chi-square test is used to test the probabili
ility that the

. he

Stud test the va .d.ty ()' e i
y Il 1 th rengSSlon mOdel by testing Whether ll
a parameters

in each mod
el are all equal to zero. If at least one of the paramet:
eters is not equal

Analyses of variance with wald chi
i-square -test of probabili
ity zero means tha
t

the model fit the data set hence the i
quality of the regression
.AVIFof3.1 m
.1 means

that multicollinearity is moderate and hence the coefficient;
s are relativel
y

stable. Severe multicollinearity is problematic because it ¢
an increase th
e

variance of the regression coefficients, making them unstabl
e.
In Table 24 column two above
presents the relationshi
ship between Al
Q

g for both heteroskedasticity and serial correlation usi
sing

and ASMC by correctin
y-West technique. The variables in the model ;

are significant and the si

signs

Newe
are as expected. The result confirms that there is enough evid
ence to conclud
e

a linear relationship petween AIQ and
ASMC and this i
relationship

that there is

is expressed by 0.005 ass
nough evidence to conclude that AGD
P complement
AIQ on the

uming all other variables i
s in the model
are constant.

There iS also €

on ASMC. The partia
ndard error of 0.021 which yields a t-statistic of 2.91

effect | effect of AIQ on ASMC is described by 0.061
.061 with

Newey-West st2
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"P ll ) p i i l]

.

of i
one or more variables. A small chi-square 0.135 impli h
. les that

heteroskedasticity is probably not a problem or at least that if it is a probl
problem it

isn’t a multiplicative function of the predicted values. DW test of 2.0
. of 2.08 also

posed by Igbokwe (2008) and consistent with the work of Abdul-Qadir (2
-Qadir (2013)

and Hooper et al. (2009). Thus countries that have an efficient institu
nstitutional

quality should expect improvements in thei
eir stock market
performance

dynamics Risk-averse investo i
\ . rs would not invest in countri
countries that
are not mean-

efficient. The results indirectly sup i
port the view that the
AIQ reduces

variance

both transaction and agency cost, which maximize shareholder retu
eturn.

Conclusion

idual asset prices are influenced by a wide variety of
0

support the view that indiv

unanticipated events and that some events have a
more pervasive
effect on as
set

prices than do others. The contribution of this thesis can b
e seen in two mai
in

areas.
Policy directions have been provided to Ministri
inistries of Finan
ce and

Education, Securities and Exchange Commission (SEC) and other stakehol
akeholders

including il‘lVCStOI’S and other fmanCial institutions. T he poli
. P IICy recomm i
endation

at emerging economies must follow a parallel policy agenda of i
mproving

stitutions and Labor force. SEC like watchdog agency f
ncy for

are th

quality of their in
can be borrowed wholesale from those countries that h
at have

the

securities markets,

already jearned how to regulate these markets by their o .
wn trial and err

or. As
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recommended by OECD’s, governments should promote unbiased, fair and

coordinated financial education. Financial education should be seen in the

improvement of education in general. Also, policy makers have to maintain

reasonable fiscal and monetary discipline order to increase the demand for credit

to the private sector, and subsequently influence the stock market development

in testing the hypotheses validates the

institutional quality and macroeconomic

The methodology used

relationship between education,

variables on stock market performance. Using interactive variables in the model

makes it possible to determine the actual effect of the variables on stock market

performance.
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CHAPTE :
R SEVEN: MACROECONOMIC VARIABLES AND

STOCK MARKET DEVELOPMENT

Introduction

]

Money Supply i Sto
, Zross domestic pI‘OdUCt and
tock market capitalizati f
pltahzatlon o)

emerging markets during the period 1996 to 2011. The chapter al
. er also covers

intere
st and stock market performance. Conclusion is drawn on the rel
e relationship

Data Sources

The data sets ranged for the same period 1996-2011 and th
at make the
data for study valid. Soundness of da i
. ta requires that all da
ta sets fall withi
n the
same range as well as that the numeric should be digi
e digits hence th
e correctness

5 of the data [he data was o0 i f
d. btalned rom C]e(l'
lble Sou
I'CESs

and reasonablenes
including World Development Indicators (WDI) the Emergi
’ ‘merging Market Data
EMDB) of the [nternational Finance C :
orporation (IFC) and |
ocal stock.

tention was to cover all e i
merging market, b
, but given that

Base (

Our original in

some countries have not yet established stock markets and oth
other countri
ies

stock markets only in the past co
uple of years for i
or instance Unit
ed

established

¢ countries i
tries included only 41 countries. Dat
. Data were

Arab Emirates, the sampl

available for @ uniform period for each country
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Descriptive Analysis of Data

T i i
able 25 below summarizes the basic statistical features of the dat
a

under consideration. The i i
. y including the mean, the mini
, the minimum and i
maximum

values, standard deviation, kurtosis, skewness, and the Jarque-Bera test f
- est for the

data in their levels. The data revealed that gross domestic product (billi
ions of

dollars) varied mostly followed by Consumer Price Index, Money Suppl
upply

(millions of dollars). Money and quasi money comprise the sum of
currency

outside banks, demand deposits other than those of the central govern
ment, and

the time, savings, and foreign currency deposits of resident sectors other th
er than

the central government. The mean value of MS for the emerging mark
markets

sampled for this thesis is 1.41E+08 million dollars with a standard deviati
iation of

1.21E+09 million of dollars. This implies the changes in MS in
emerging
minimum increase of 2761.33 to a maximum of

markets are very volatile with a

1.08E+10 million dollars over period under investigation.

tive analysis of the variables
Std Mi
n Max skewness Kurtosis prob

Table 25 - Descrip
Obs Mean

——-—d‘_—-—-—-—-ﬂ—-f
615 391.27 294.24 331 1089.2 0578 2983 0.0
* . . 01

SMC

MS mil$) 615 | 41E+08  121E+09 276133 1.08E+10 0.664

CPI 615 114.98 18.18 98.2 214.7 0.508 2331 0.001

GDP 615 18.64 12.46 6.12 26.13 0654 ;-291 0.000
Source: Field survey, Winful (2016) 394 0.000

general, the precise evaluation of the normal distribution is given b
ven by

and Kurtosis. The Skewness shows the amount and
n

In

e values of Skewness
(departure fom horizontal symmetry), while the Kurt
’ osis

th

direction of skew
shows how tall and sharp the central peak, relative to a standard bell
curve.

Table 25 above also shows that most of the variables skewed positively, which
, Whic

that theré is a lack of symmetry in other word there is a deviation fi
on from

means
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symmetry of the distribution of data set. That is to say the large positive h
change

is more common than large negative change in the variables

Regarding peakness, the Table 25 above shows that the excess kurtosi
osis

is larger than 3 for SMC hence the observed distribution has higher peak
pea

compared to the normal distribution. These suggest that the distributions of th
s of the

variables are leptokurtic i.e. non-normal. The data set are not exactly ||
normally

distributed since their respective mean, mode and median are not exactly th
xactly the

same, but the data was sufficiently appropriate for the purpose of the study. Th
y. The

mode values were not shown in the Table 25 above due to space. To confi
. To confirm

the accuracy of the normality assumption, JB statistics and the equival
alent p-

values were used to draw our conclusion. The findings indicated th
at all

variables are rejected at 1%.

Table 25 above revealed that all the variables possess the state of
normal

distribution, except SMC;, and GDP;; which are moderately skewed to th
e

right. SMCi¢ has kurtosis value of more than three, and the series is called
calle

leptokurtic. AS for the remaining variables, the values of kurtosis are less th

ess than

three, and the series aré called platykurtic, see Bulmer, (1965). The study ]
. results

revealed that the volatility of the variables measured by the standard deviati
iation

is high for GDP and Consumer Price Index. To confirm the accuracy of th
of the

JB statistics and the equivalent p-values were used t
)

normality assumption,

conclusiond- The findings indicated that all variables are rejected at 1%
a o,

draw

except for Consumer Price Index.
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Results and Discussion

a) Correlation analysis

Although this thesis cannot comment on causation, the results reported
) orte

in Table 26 below reveal information on the strength of the relationsh
ationships

c i i ;
onnecting the four macroeconomic variables. It shows a significant
nt positive

relationship between stock market capitalization and Money Supply and
y and a

inclusion of these macroeconomic variables in our analysis

Levine and Zervos (1998) established that measures of stock mark
arket

development are positively correlated with measures of financial intermed
rmediary

development This chapter examine if this com
. omplementary relati i
ionship exist in

emerging economies. Data permitting, this thesis average the data
over the

riod 1996-2011 so that eac
n between stock market development (measured by market
e

pe h country has one observation per variable. The
computed correlatio
capitalization) and all the other explanatory variables for this empirical chapter
hown in Table 26 below.

ion analysis reveals that the data sets are highly correlated

iss
The correlat

with each other. MS;; is highly correlated with both CPI; ;. GDP;, is also fi
it it so found

to be highly correlated with CPI; ¢. Our finding confirms the work of Demi
emirguc-

Kunt and Levine ( 1996b). The financial intermediary development and
nd stock
market development are complements rather than substitutes. In general, th
. eral, the
are highly correlated meaning a change of one of the variable d
wou

change on the other variables which is expected for such
r suc

data sets
result to a substantial

macro-economic variables.
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Table 26 - Correlation o macroeconomic variables and SMC (level
s,

_ ?21(:: MS CPI __GDP MSxGDP CPIXGDP
MS 0.531%*  1.00

CPI _0.454** 0.657  1.00

GDP _0.581%* -0.546** -0.683* 1.00
MSxGDP  0.507¢ 0463  0647* 0611 1.0
CPIXGDP  -0.423*  0.558%  -0.523% -0.547 0.64] 1.00

* ok kkk Correlation is significant at 1%, 5% and 10% level respectively (2-tailed)
-tailed).

Source: Field survey, Winful (2016)

b) Regression Analyses and Hypothesis Testing

However, before the regression analysis, this chapter sought to establish
is

the trend of the four data sets in order to establish the trend of the invol
involved

macro—economic variables.

For the heterogeneity across the countries and heterogeneous serial
seria

correlation structure of error term, three different panel unit root test
S were

employed. The research considers three statistical tests for testing if each seri
series
in each panel are integrated of order one, otherwise known as stationarity t
ity test.
These tests are Levin, Lin and Chu (2002) test, Im, Pesaran and Shin(2003) t
est

and Hadri (2000) test for stationarity.
The LLC test is employed to test the stationarity of the panel for it all
ows

of individual deterministic effects and heterogeneous serial
seria

heterogeneity
Jation structure of the error terms assuming homogeneous first ord
oraer

parameters (Chiawa and Asare 2009). LLC model tests the null
nu

corré

autoregressive

thesis of the presenc
(2003) proadened the LLC test by presenting a more flexibl
e

hypo e of unit roots against alternative of stationarity. I
. Im,

Persan and Shin

putationally simple test structure. The IPS test made the estimation f
10n 1or

ns possible. IPS tests the null hypothesis of unit root agai
gainst

and com

each of the ¢j> sectio
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heterogeneous alternative hypotheses which specify that some series i th
in the

panel are non stationary. Hadri (2000) test is distinctive from other two test
s

mentioned above for testing the absence of unit roots, i.e. variance of th
e e

random walk equals to zero. He proposes a parameterization which provides a
n

adequate representation of both stationary and non stationary variables and
S an

permits an easy formulation for a residual based Lagrange-Multiplier (LM) test
S

of stationarity. Here, it is assumed that the time series for each cross-sectional
-sectiona

unit is stationary around a deterministic level or trend, against the alternati
ative

hypothesis of a unit root.

The results of panel unit root tests for each variable in the panel at level
ve

t difference are presented in Table 27. The results show that all th
e

and at firs

owever, at a first differenced of the variables
b

panels contain unit roots at level. H

the panels are said to be stationary, though there may be possibility of
non

stationary series ina stationary panel as the panel unit root test will not identify
1

the particular series that is not stationary. This is only drawback of the panel
e

unit root test, nevertheless stronger and higher degree of power is gained i
in

panel setting than in the usual single cross-sectional setting. This is as a result
of the combination of information from time series and cross-sectional data
which leads to improvement of power of test (Im, Pesaran and Shin, 2003). The
s are conducted in tWO folds. First, carried out with the inclusion of

llowed by the inclusion of individual effect plu
s

test

effects fo
e. The results show that some of the panels contain unit root
roo

individual

deterministic tim
only at the inclusion of time trend while others confirm the presence of unit root
at both levels of testing. All the variables are tested at 5% level of significance
_values displayed with their corresponding t- statistic in parenthesis

and the p
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The results from these three tests provide support for treating all the individual

series as non-stationary in their levels but stationary in their first differences.

In order to establish whether there exists a relationship between stock

markets performance of emerging economies and macroeconomic variables, a

regression analysis is conducted where the stock market performance is

regressed against the four predictor variables; Gross Domestic Product (GDP),

Consumer Price Index (CPI) and Money Supply (M2).

Table 27 - Results of the Panel Unit Root Test (C)

Variable LLC Test IPS Test Hadri Test
NT T NT T NT T
SMC 0031 0178 0328 0327  0.000 0.0304
453) (651) (0426) (0.457) (12177 (1.584)
ASMC 0.0000 0.0115 0.0000  0.0000 0.276 0.1754
(4.866) (2.431) (5:481) (4.047) (0.577) (0.781)

GDP 0.047 0.048 0.341 0.304 0.000 0.000

(1.571) (1.141) (0.754) (0.755) (14.52) (7.915)
0.0114 0.000 0.000 0.000 0.235 0.584
(2.141) (3.552) (5.829) (5.534) (0.677) (0.597)
MS 0.022 0.179 0.32 0.32 0.000 0.03

(4.33) (0.66)  (0.42) (0.42) (13.16) (1.59)
0.000 0.02 0.000 0.000 0.28 0.19

AGDP

AMS
G.67) @11 (6:58) (433) (433) (4.33)

CPI ool 0001 0212 0210 0.000  0.000
(-4.87) (-6.70) (-0.81) (-0.81) (-15.34) (-9.06)

ACPI 0.079 0.001 0.212 0.210 0.237 0.70
(-1.42) (-3-355; (-5.15293 (-5.28)  (0.72) (-0.52)

<xGDP 0065 0. . 0.309  0.000 0.014
M o1z @23 (039 OB)  (19) (9%

000 0000 0000 0000 0108 0014

SxAGDP .
aM a4 (23 (34 @3 18) 2
0.108  0.077 0104  0.000  0.004

203 (21D (234 (1166  ©937)  (69)
AGDP , 0.000 0.000  0.000  0.155  0.012
ACPIXAGDP  (0p  (312) (164 (443 (191 (127)

CPIxGDP

p-values and brackets is the t-values, the significance level is a =0.05
Source: Field survey, Winful (2016)
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Panel Co integration Test

Th i :

e results of Pedroni (1999) cointegration test for all the panels und

: . . . . n er

investigation is show in appendices 5 and 6. Schwarz Information criteria (S
iteria (SIC)

sele i : .
cts the maximum lag of 4 without the inclusion of deterministic trend
end and

intercepts in €O integrating relation and results reveal that the panel
nels are co

integrated since six out of the seven statistics provided fail to accept the null
e null of

no cointegration at 5% level of significance. However, all the f
A our panel

statistics of Westerlund test at lag and leads of 1 reject the null
null of no

cointegration at 5% level of signiﬂcance as shown in a d
In appen ix 6. All vari
. ariables

in the panel are 59 level of significance with their corresponding t stati
statistic in

parenthesis.

To circumvent the problems in the presence of endogeneity betw:
een Yie

and x;; and serial correlation between u;;and
;rand vy, the DOLS esti
mator becomes

ry as OLS will be biased and inefficient (see Kao and Chiang, 2000; and
9 , an

necessa

Erikson 2005)- Inspite of t
with DOLS results.

he advantage of DOLS, OLS was computed and th
e

results compared

Selected macroeconomic variables
The three predictors for this empirical chapter are GDP, Money S
» Money Supply

and Consumer Price Index, while the criterion vari .
iable is stock

market

capitalization- It is assumed that the selected macroeconomic vari

ic variables were th
e
rs for stock market performance; if not, th

; en the study ne
eded to

best predicto

uct a further tests in order to eliminate any potential bi
ntial biases to m

ake the

mated best linear unbiased estimators (BLUE). Accord
. According

cond

OLS regression esti
to Addelbaki (2013), in conducting a quantitative research, one of the
’ means of

ively the relationship among variables is to enga
gage in an inqui
quiry

testing object
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by having assumptions clearly stated and testing for theories deductively while

guarding against bias, controlling for substitute clarifications, and be skillful to

generalize and replicate findings.

It is established that least squares method produces the best straight line.

However, there may be in fact no relationship or perhaps no linear relationship

between the explanatory variables and the dependent variable. By this a straight

line model is likely to be impractical. Because of this possible problem it is

important that assessment on how well the linear model fits the data is

determined using the following techniques, standard error of estimates,

coefficient of determination and analysis of variance. Our variable of interest

are GDP, MS and CPI, and our interest is to determining whether a linear

relationship exit between the explanatory variables and SMC. A large F-statistic

value of 52.11 indicates that the model using OLS fits the data series. About

21.7% of the variations in SMC are accounted for by the explanatory variables

as shown in Table 28 below.
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T l 2 - I j

Vérgl;le OLS OLS Rob FGL
(g.ggg 0.090 0.077*3**
MS 0-034) (0.046) (0.020)
ko 0.034 0.076***
Pl iy ) (0.025) (0.018)
(-o ; 597 -0.097* -0.042%
constnt .051) (0.046) 0.0
an 1.151%* 1IS1** 45717?
. -4. *
- (0.435) (0.436) (1.053
615 615 —
Number groups o
R-squared 0.217 4l
Adj R-square 0.411 0316
F value 52.11 63.57
Prob F 0.000 0.000
AR(1) '
wald chi2 oupld
1d 865.88
0.0000

Dependent variable SMC; *p<0.1,**
Source: Field survey, Winful (2016) , ¥* p<0.05, *** p <0.01

The relationship between GDP and SMC is described by 0.09
y 0.09 with

dard error of 0.082. To test the statistical significance of the relationsh
_ ionship, at

usion is that there is not enough evidence to reject the null
nu

stan

59, o level our concl

hypothesis of no relationship. The relationship between MS and CPI
on SMC

are expressed by 0.034 and
nsignificant in explaining variations in SMC. Likely expl
’ anation of

-0.097 respectively. The signs are as expected but

both were i
the insignificant linear relationship of MS and CPI
could be due to di
ifferent
economic Siz€ and growth rate of emerging countries sampled. Th
. That is the
characteristics of the emerging economies sampled ar i
e relatively differe
nt from
IF value of 4.7 shows that the variables are correlated and th
at

the coefficients from the OL
hat there is no serial correlation in
the errors. B

null hypothesis t

test of a large chi-square of 57.1 indicate that heteroskedasticity is
present.
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Column two of
Table 28 above correct for heteroskedasticity by usi
robust st i o
andard error. Comparing column one with column two of
o of Table 28 it

28 implies that the model be i
st described the data se
t. All (GDP, MS an
) d CPI)

the variables were not signi
ignificant at all three traditi
itional significa
nt levels. The

F tes igni indicati
t was significant indicating that the model fits the data set. B
. Breusch-Pagan

test of a large chi-square of 49.89 indi
. icate that heteroskedasticity i
icity is present. Our

study also reject the null h i
ypothesis of no serial co i
rrelation in the
errors with

DW test of 0.89.

Using FGLS the study corrects for both heteroskedasticity and
and serial

correlation in the model gives the following result as shown in col
column three of

Table 28 above. All the explanatory variabl i
es which not significant i
ant in column

two became significant in explaining variati i
iations in SMC. That i
. That is modelin
8

heteroskedasticity and autocorrelation i
in the models, th :
, the variables beca
me

significant in explaining variations in SMC. The
. p-value 0.000 of wald
test the
fits the data set.
ship between the explanatory variables GDP, MS and C
, and CPI

model

The relation:

with SMC are expressed by the following coefficients, 0.077; 0.076; and
, 0.077; 0.076; and -0.042

gns are all as expected. To test the statistical significance of
ce 0

respectively. The si

the relationships; the p-values of the z-scores of 0
.000 for all e
xplanatory
there are enough evidence to conclude that th
ere is

variables implies that

linear relationship between them and SM
C. DW test of
1.17 and

significant

Breusch-Pagan test of 53.19 suggest that :
serial correlatio
n and

heteroskedasticity are statistically significant in the model
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hough there are statistic i C
I ical evidence to show CP
that GDP, MS and
2 I

because the regressi i
on results displayed were b
ased on level, nonstati
, nonstationary data

. ue

¢ .
o the fact that the variables are non stationary, the first differe f
nce of the

variables are computed to determin
e whether they will b i
e stationary. The r
. esult

from Table 27 above shows that the first difference of the variables is sta
is stationary.

It also realize that correlation of first difference of the data seri
series are

significant as shown in Table 29 below but correlati
relation coefficie
nts are relativel
y

small. This reduces the possibility of multicollinearity problem
of macroeconontic variables and SMC (diff)

ASMC;; AMS;; ACPI
A . yt A
ASMC;;  1.00 S

Table 29 - Correlation

AMS; ¢ 0.04** 1.00

ACPI; ¢ .0.09* 0.16** 1.00

AGDP;¢ 0.09** 0.09**  0.09** 1.00
The dependent variable ASMC; ** and * denote statisti ——
and 0.05 levels respectively. e statistical significance at the 0.01
Source: Field survey Winful (2016)

Due to fact that the variables are non stati
onary the first difft
erence of
es which ar¢ stationary will give more reliable results he h
nce their

variabl
inclusion. To account for the problem of endogeneity
and serial correlati
ation, the

joyed the use of DOLS estimator. The result of DOLS estimati
ation of

study emp
ce in variables is shown in column one of Table 30 bel
elow.

model 3 of the differen
Wwald chi-squar® of p-value 0.000 implies the model fit the data set. A
set. All the

gnificant in explaining variations in ASMC and th
e

explanatory yariables ar€ si

signs are as expected-
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h i i y Wltll a
T t‘Nee S a]ld A C . i

standard i
rd error of 0.038. There is enough evidence to conclude that there i
ere is

positive linear relationshi
p between them with th
e t-statistic of 3.42
42. The

. lelatlonShip between ACPI Th
. cre

lp. he

test of the null hypothesis of the relationship between AGDP and ASMC
is also

rejected at 5% significant level. An R-square of 0.298 implies the model
odel is able

for 29.8% of variability of ASMC.

to account
Table 30 - Macroeconomic Variables and
Stock M
Variable DOLS Ig;’xé;;:);z:mance O
AGDP 0.225** 0.177**
(0.084) 0
AMS 0.131%** oFoéol?z*
(0.038) 0.0
ACPI -0.385%* -0(,0'532*
0.137) 0.01
Obs 614 ( 6149)
Number groups 41
R-squared 0.298
Adj R-square 0.270
F(3, 610)
prob 0.000
wald chi2 49.3 '
Prob 0.000

Dependent variable SMC; *
. *p<0.1,**
Source: Field survey, Winful (2016) p <0.05, *** p <0.01

Test for the presence of serial correlation in the errors with a DW
test of

ans that serial correlation is present in the resi
residuals. Our
) study also

reject the null hypot

regression pal ameters I emain unbiased 1
estimat f
ors o the

estimated
€ values leaving the estimated mod
’ els appro i
priate for

corresponding trd

point estimates and the models can be used for i
predicting value
S.

The VIF test of 2.15im

211



C i
a e-
n

macroeconomic variables (AMS and
ACPI) and ASMC b
y correcting for both

hc P .
teroskedasticity and serial correlation using Newey-West tech
- echnique. The

variables in the model are signi
gnificant and the signs
are as expected. Th
. The result

confirms that there is enou i
gh evidence to conclud
e that there is i
a linear

relationship between the selected
macroeconomic variable C
s and SM Th
. €sC

relationship are expressed by AGDP (0.17
.177), AMS (0.081) a
: nd ACPI (0.058)

with associated Newey-West standard error:
s of 0.062; 0.006; 0.0
; 0.006; 0.019 and 0.028

respectively assuming all other variables i
n the model are
constant in the ¢
ase

of each. There is also enough evidence to conclude that these
variables are

significant with the right signs at 5% significant level. The DW t
. est of 1.97

implies that our study fails to reject th .
y ) e null hypothesis that errors are serially

correlated at 59, significance level. Breusch-Pa
. -Pagan test of chi-square of
0.438

fail to reject the null hypothesis. That is no problem of heteroskedasti
asticity.

Money Supply

r study test the relationship between Money Supply and stock
ck market

Ou
performance with model 3 as shown in column one of Tabl

e 31 using OLS. Tl

. The

915 which is the stock market performance when all
n all the

intercept is 3-
0). It is misleading to interpret particularly if
i

independent variables are Zero
e the range of the values of the i

independent vari

ariables. The

zero (0) is outsid

hip between the variable of interest Mone
y Supply and sto
ck market

relations
performance is described by 0.076. For every 100% increase i
e in Money Su
pply
(MS), stock market performance increases by 7.6%. The sign i
: sign is as expected
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The value of the test statistic t is 1.73 implies that there is not enough evidence
to infer the existence of a linear relationship between the MS and stock market
performance. The interaction effect the MS and GDP is also not statistically
significant but there is enough evidence to infer linear relation between GDP
and stock market performance.

ney Supply and Stock Market Performance (Levels)

Table 31 - Mo

Variable OLS OLS Rob FGLS
GDP 0.427 0.427 0.084 %%
(0.220) (0.209) (0.009)
MS 0.076 0.076 0.234**
(0.044) (0.046) (0.084)
MSxGDP 0.047 0.047 0.013%**
(0.053) (0.05) (0.002)
Constant 3.915%** 3.915%** -3.701%**
(1.202) (1.201) (1.102)
Obs 615 615 615
Number groups 41
R-squared 0.273 0.273
Adj R-square 0411 0.246
F value 48.15 57.96
Prob F 0.000 0.000
AR(1) 0.8657
Wald chi2 768.14
Prob 0.001
MC; *p<0.1,**p<0.05, ***p<0.01

" Dependent variable S
Source: Field survey, Wwinful (2016)

The model is able to explain 27.3% of the variations in ASMC. A large
F-statistic of 51 103 implies that the model fit the data set. VIF value of 4.9 shows
how unstable the coefficients of the model are. From all the variables of interest
there is enough evidence to conclude that there is no statistical significant
relationship between them. Breusch-Pagan test of a small chi-square 45.87
implies that heteroskedasticity is probably a problem. DW of 1.09 implies that
rrelated.

residuals are positively co
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From column two above of Table 31 above our study correct fo
r

heteroskedasticity from the model by computing robust standard error. O
. Our

results still have AMS and the interaction of AGDP and AMS not bei
eing

statistical significant but there is significant evidence to reject the null
nu

hypothesis that AGDP has no significant effect on ASMC. The VIF f 4.6
. 0 .

implies that the coefficients of the estimate are not relatively stable

Breusch-Pagan test of a large chi-square indicate that heteroskedasticity

is present. In this model, the chi-square value of 34.82 is large, indicati
s ating

heteroskedasticity is 2 problem. DW of also 0.854 implies that residuals
are

positively correlated. An F-statistic of 57.96 shows that the model fit well th
e

data set.
Our study correct for the problem of heteroskedasticity and serial

correlation by using FGLS as shown in column three of Table 31. A wald chi2
. chi

of 768.14 confirms that the model fits the data. There is significant improvement

in the result as our study correct for both heteroskedasticity and serial
ia

correlation. Our variable of interest which were not significant in explainin
g

variations in SMC turn out to be significant as our study corrected fo
r

heteroskedasticity and serial correlation.

the variables of interest are statistical significant in explainin
g

All
changes in SMC. The signs are all as expected. Since the value zero is outside

ues of independent variables the interpretation of the coefficient
n

the range of val
of MS is misleading. TO resolve this problem our study determine the partial

effect of MS given average GDP and this coefficient is described by 0.093 with

st standard error of 0.033which yields t-statistic of 2.82. That is 1%
¢ 0

Newey-We

rease in MS given average GDP yields 0.093% increase in SMC. It is

inc
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established that GDP complement MS in explaining variation in SMC. Breusch

Pagan test of a large chi-square 68.45 implies that heteroskedasticity is probabl
ably

a problem. DW test of 1.019 reject the null hypothesis of no serial correlati
on.

wald chi-square of 768. 14 confirms that the model fit the data set

Estimation on nonstationary variables had the tendency to gi
ve a

and serial correlation, our study uses use DOLS estimator. The result of DOLS

estimation of model 3 of the difference in variables is presented in colum
none

of Table 32 below. Wald chi-square of p-value 0.000 implies the model fit th
e

data set. All the explanatory variables are significant in explaining variations i
1S 1n

the signs are as expected.

ASMC and
Table 32 - Money Supply and Stock Market Performance (Diff)
Variable DOLS Newey-West
—  AGDP 0.644** 0.644%**
(0.241) (0.162)
AMS 0.042%** 0.081%**
(0.013) (0.016)
AMSxAGDP 0.001*** -0.058***
(0.0003) (0.019)
Obs 614 614
Number groups
R-squared 0.384
Adj R-square 0.263
F(3, 610) 43.64
Prob 0.000
Wald chi2 54.9
Prob 0.000

. . X
ariable SMC; * p<0.1,** p <0.05, *%% n < 0.01

Dependent v
y, Winful (2016)

Source: Field surve
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0 determin isti i i p

less the average gross do i
mestic product multiple b
y AMS. This gives
as the new

coefficient on AMS (the coeffici
icient of partial effect), th i
, the estimated effect at

gross domestic product of 18 64, alo i
.64, along with a standard error.
. Running this ne
W

regression gives the standard error of B+ B
1 + B3(18.64) = 0.06
.063 as 0.0235

which yields t =2 66. Therefore at
.66. the average gross d i
omestic product, our

study conclude that AMS has statistic igni
ally significance positi
positive effect on sto
ck

market performance. An increase in Mone
y Supply will increa
se the liquidity

in the economy resulting in an increa i
se in the purchasin
g power of the citi
. itizenry.
This means that more money will be available not just for consumpti
mption but also

for investment hence, an increase in
) stock market perfi
ormance. Also
: people
tend to demand more when they have mor i
e money in their h
ands and ther
eby
the prices of shares may increase which le
ads to stock ma
rket performa
nces
rising. These results support the real activity theorists’
rists’ argument th i
at an increase

in Money Supply increases stock prices and vice versa

There is also enough evidence to infer a li
inear relationshi
p between
AGDP and stock market performance for all the thr
ee models. Most industri
) ustries
yolical in nature, meaning that the firms in the industry do well
well as the

are proc
d vice versa. If AGDP is high, the stock prices generally

economy does well an
h as companies are doing better than otherwise. So, AGDP
© O is an

tend to be hig
important determinant of stock prices. Breusch-Pagan tes
t of a small chi-s
-square
0.473 implies that heteroskedasticity is probably not a
problem. DW test seri
. t serial
1.05 also reject the null hypothesis of no serial correlati
ation. The

correlation of
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(1999), Yartey (2008) and Mishal (2011).

QOur study a
y account for the problem heteroskedasticity and ial
| seria
correlat i i
ion using Newey-West technique on the variables in th
in their first

difference As presented in | 3
. column two of Table 32 I
above he li

relationship between the variable of i
interest AMS is ex
pressed by 0.042 with

Newey-West standard error of 0.0
.013 assuming that AGD
P and the interacti
ction

of AMS and AGDP are constant. Sin
. Since the value does not f: i
all within the ran
ge

of values for AGDP and also the fact tha i
t the interaction effect i
ect is significant

makes the interpretation of AMS trick
y. To resolve this
problem our stud
y

determined the partial effect of AMS gi
given average AGDP and thi
this coefficien
t

is described by 0.061 with Newey-West standa
rd error of 0.017 whi
. ich yields t-

f 3.47. That is 1% increase in AMS gi
given average AGDP yi
yields

C. It is established that AGDP complement MS i
in

statistic O

0.061% increase in ASM

explaining variation in ASMC. The R-squared of 0.366 implies that th
e model
of the variations ASMC. Breusch-Pagan test of a small ch
all chi-

square 0.457 im

ifitisa problem it isn’t a multiplicative function of the predicted val
alucs.

rrelation of 2.019 also fail to reject the null hypothesis of
is of no

that

DW test serial co
j-square of 82.3 confirms that the model fit the data
a

serial correlation. wald ch

set.
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stock SMC. The model is able to explain 23.3% of the variations in ASMC. A

large F-statistic of 48.15 implies that the model fit the data set. VIF value of 4.9

shows how unstable the coefficients of the model are. From all the variables of

interest there is enough evidence to conclude that there is no statistical

significant relationship between them. A DW test of 1.14 and Breusch-Pagan

test of 51.4 means that our study have problem with the serial correlation and

heteroskedasticity.

Correcting for heteroskedastic using robust standard error in column two

above shows an improvement in the result in column one of the same table. F

statistic of 55.82 implies the entire model fit the data set and it explains 24.1%
. (1]

of the variations in SMC.

In model 3 our study consider the effect of Consumer Price Index (CPI)

on stock market performance of emerging markets. This relationship is

expressed by 0.008 with standard error of 0.0048 which yield a t-statistic of -
1.67 assuming that all other factors are Zero. The sign is not as expect. By
cation there is no evidence to conclude that the coefficient of CPI is not

impli
equal to zero (0). This may mean no evidence of linear relationship or there is

he problem of multicollinearity our study fail

linear relationship but because of t

to reject the null hypothesis.

The interaction effect of CPI and GDP on SMC is significant which

implies that the coefficient of CPI when all other factors are zero is misleading
ffect CPI on SMC is also influenced by GDP. To determine the actual

since the e
C, our study must plug in interesting values of GDP to

effect of CPI on SM

rtial effect. The mean value of GDP is 18.64, so at the mean GDP,

obtain the pa

effect of CPI on SM -0.048. The standard error of this coefficient is

the Cis
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0. : "
016 yields a t-statistic of -2.99. With relation of GDP to SMC th il
ere sti

e .
nough evidence to conclude that there is a linear relation between th
n them

confirming the relationship in model 3.

Our study test for serial correlation and Heteroskedasticity in th
e error

term in the model using DW. This assumption is formally expressed as E (eie;)
eiej

— 0 for all i # j, which means that the expected value of all pair-wise product
cts

of error terms is zero. Because testing hypotheses about the slope coefficient
ients

and computing the corresponding confidence intervals rely on the calculated
ed ¢

values as the test statistics, the presence of correlated error terms me h
ans that

inferences cannot be made reliably. A DW test of 0.351 implies the pre
sence

ve autocorrelation in the error term at 5% significance level. That is th
. I'hat is the

of positi

and this will underestimate the variance of the

error covariances are not zero (0)

parameters in the model and also can cause use to reject null hypothesis wh
is when

it is true. Breusch-Pagan test the null hypothesis that the error variances are all
re a

equal versus the alternative that the error variances are a multiplicative functi
nction

of one or more variables. A large chi-square of 37.83 indicates that
: a

heteroskedasticity is present.

In the analysis above the study reject the null hypothesis of
no

rrelation and also the assumption of homoscedasticity for all the model
(<] &)

autoco
d of generalized least squares (GLS) is introduced t
0

discussed. The metho
improve upon estimation efficiency when var(SMC) is not a scalar varianc
e-

ix. This technique allows estimation in the presence of AR(1)

covariance matr

autocorrelation within panels and cross-sectional correlation and
n

heteroskedasticity across panels. Although these conditions have no effect o

n

the OLS method per 5& they do affect the properties of the OLS estimators and
n

220



l'eSUltil'l t i i Y i

o ) . .
f the variance covariance matrix becomes invalid

Using FGLS gives the following result as shown in column th
n three of
Tabl
e 33 above. The p-value of wald test for all the models were signifi
significant at

all the traditional significant levels. T be
s. The relationship betwee
P n CPI and SMC i
Cis

expressed by -0.105 with standard error of 0.029 which yield a t-stati
-statistic of -

3 63 assuming that all other factors are zero. The sign is
as expect. By

implication there is enough evidence to conclude that the coefficient of
ent of CPI is
not equal to zero (0). This may mean there is enough evidence to infer |
infer linear
relationship. The interaction effect of CPI and G
DP on SMC is signi
gnificant which
implies that the coefficient of CPI when all othe
r factors are zero is mi
is misleading

since the effect CPIon SMCiis also influenced b
y GDP. To determin
e the actual

effect of CPI on SMC, the study must plug in interesting values of GDP
to
obtain the partial effect. The mean value of GDP is 18.64, so at th
-04, e mean GDP,

PI on SMC is -0.043. The standard error of this coefficient i
nt is

-2.99. With the relation of GDP to SMC there still
sti

the effect of C

0.016 yields a t-statistic of
enough evidence to conclude that there is a linea .
r relation betwe

en them

confirming the relationship in model 3.

The study test for serial correlation in the error
term using DW. A
.ADW

plies the presence of positive autocorrelation i
on in the error te
rm at

test of 0.614 im
is the error covariances are not zero (0) and this will
swi

59, significance level. That

underestimate the variance of the parameters in the m
odel and also

can cause

reject null hypothesi
error variances are all equal versus the alternative that th
at the

use 1o s when it is true. Breusch-Pagan test the null
nu

hypothesis that the

es are @ multiplicative function of one o
r more variabl
es. A large

error varianc
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the relationship betwe
en ACPI and ASMC is i
statistically signific
ant and

constant. A i
s shown in column one of Table 34, the sign of the linear rel
r relationship

is as expected. That is 100% increase i
in ACPI decrease the
ASMC by 8.1%

between the interaction of AC
PI & AGDP and ASM
C. With the interacti
eraction

effect being significant then the actu
al effect of ACPI at
mean GDP is -0.027

with a standard error 0.0104 which yi
. yields a t test of -2.64
-2.64. Therefore at th
e

average AGDP the study concludes that AC
, PI has statistically si
y significance

negative effect on stock market performance.

DW test of 1.32 testify that the errors are serially correlated
ated at 5%

ance level. That is the error covaria
nces are not zero (0)
and this will

signific

underestimate the variance of the parameters in the model and al
also can caus

€

null hypothesis when it is true. Breusch-Pagan test th
e null

use to reject
thesis that the error variances are all e
qual versus the alt i
ernative that the

hypo
a multiplicative function of o
ne or more variabl
es. A large

error variances are

re of 54.09 indicate
that the standard errors and t-statistics for the model
s are

chi-squa s that heterosked ici
asticity is
present. The

consequence of this is
invalid. The VIF test of 2.16 shows that model h

ave relatively mode

rate

icollinearity problem
unt for the problem of heteroskedasticity and serial correl
orrelation

mult hence the regression coefficients are stabl
€.

To acco

y used Newey-West technique on the variables in their first difft
ifference.

our stud
n two of Table 34 above. The effect of ACPI on ASMC i
is

As shown in colum

_0.063 with a t-statistic of -2.91. This impli
91. implies there is
enough

expressed by
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evidence to conclude th i
at there is negative li
inear relationship be
tween ACPI and

ASMC assuming that oth i
er variables in the model ar
e constant. That is as AC
PI

increases by 19
s by 1% ASMC reduces by -0.063. It is also established that int
eraction

effect has negative effect on
ASMC. The partial effe
ct of ACPI given av
erage

AGDP is expressed by -0.249 with Newey-West standard error of 0.080
.080 which

yields a t-statistic of -3.11. The relationshi
A1 ship between GDP and i
CPI is expressed

by 0.101 with Newey-West standard error of 0.034. With this the stud
study infer

that there is enough evidence to con
clude that GDP and S
MC are positivel
\

linearly related.

Breusch-Pagan test the null hypothesis that the error varianc
es are all

equal versus the alternative that the error vari
iances are a multiplicati
icative function

of one or more variables. Breusch-Pagan test of a small chi-square 0.457
.457 implies
that heteroskedasticity is probably nota problem
or at least that if it is
a problem

it isn’t a multiplicative function of the predicted values. DW t
. est serial
correlation of 2,012 also fail to reject the null h i
ypothesis of no serial
correlation.
£87.5 confirms that the model fit the data set. VIF of 1.06 fi
. .06 for

Wald chi-squarc ©

3 shows that the coefficie

mer Price Index is used as a proxy for inflation. In times of
: S0

model nts are relatively stable.

The Consu

inflation, prices are always unstable and rising. Income i
. is therefore de
voted for

consumption purposes- Savings and investment will th
erefore be negati
gatively
affected hence affecting stock market performance of emerging e
conomies.

The argument that the stock market serves a
s a hedge against inflati
inflation
is based on the fundamental idea of Irving Fisher (193
0), and is kn

’ own as the

Fisher Effect. The Fisher Effect states that in the lon
g run, inflation and th
e

nominal interest rate should move one-to-one with
expected inflation. Thi
ion. This
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i m . . . . . .
plies that higher inflation will increase the nominal stock market return, b
rn, but

the real stock return remains unchanged. Therefore, investors are full
? y

compensated.

Conclusion

Using a sample of 41 emerging stock economies over a period 1996

2011, our study found that gross domestic product and Money Supply in doll
ars

and Consumer Price Index are the important determinants of stock market
C

development.

Several policy implications can be drawn from this study. The

government, in formulating monetary policy, must be aware of the fact that th
€

stock market responds more favorably to an increase in the Money Suppl
upply.

Leaders in emerging economies must also be conscious of the fact that stock
oc
aders implements expansionary policy to

prices tend to increase when the le

increase GDP.

From the study, it can be observed that there exists a significant

relationship between macroeconomic  variables and the stock market
performance. This relationship can either be positive or negative depending o
n

is being put under ¢

ic environment is very important and should

which variable onsideration. The study therefore

s that the macroeconom

re stability.

recommend

be closely monitored to ensy
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CHAP
TER EIGHT: SUMMARY CONCLUSIONS AND

RECOMMENDATIONS

Introduction

This thesis has i
examined empiricall
y the Education, insti
, institutional

a panel data of 41 emerging market countries for the period 1996 to 201
02011. This

in this chapter.

Summary of Findings

Education
One of the interests of this thesis is to establish the possible efft
effect of the

ability of the individual to invest in explainin
g the stock market d
evelopment in
emerging countries. The model suggests that the Educati
ucation per labor forc
. e and
economic growth can make a statistically significant and e
conomically
meaningful contribution t0 stock market develo
pment. This stud
y conforms to
theoretical postulation and in the study of Ali (2
011) and Yarte
y (2008). It

e results that countries with hi
gh levels of educati
ation stand to

the

is clear from thes
ar
ket development. The results suggest that

benefit more in terms of stock m

policy makers should not expect significant stock m
arket develo i
pment if the
ducational structure is poor. These resul
. ts are generally i
y in agreement

country’s €

with the theoretical an

education plays 2 key role in
enhancing st

ock market

d empirical literature There i
. There is widespread
and robust

evidence that

performance especially in those sectors where productivi
uctivity and labo
ur
ely low. It is obvious that a he
althy and d i
ynamic stock

utilization is relativ
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ance-

be at the heart of policy measures aimed at raising the stock market perf
rformance

in a sustainable manner.

Poor understanding of issues on the part of the public discou
rages

potential investors from participation in stock markets. Roc (1996) argues th
es that

the propensity t0 invest in s
on increases confidence in stock markets by contributing

hares rises with the level of education. That is, a
£

higher level of educati

to a higher Jevel of knowledge concerning financial activities. Without
. out an

lic which understands the fundamental rules benefits, and
» , arn

educated pub
itfalls of participating in fin

educated population can increase the number of

potential p ancial investment, stock markets may not

be able to develop. Further, an

ilable professionals (e-g financial analysts, accountants and regulat
atory

r the development of an institutional and regulatory

ava

analysts) necessary fo

framework.

Our findings have important policy implications for emerging countrie
s.

ucation plays 2@ crucial role in stock market development
Cnt.

Firstly, €d
g economies may initiate policies to foster growth in

akers in emergin

Policym
ry school enrolment in emerging economies. Overall

the number of seconda
there is widespread and robust evidence that education plays a key role i
in

k market performance, especially in those sectors whe
re

enhancing stoC

nd labour utilization is relatively low. It is obvious that a health
ealthy

productivity al

ic stock market plays an elementary role in spurring stock mark
arket

and dynam

performance.
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Institutional Quality

The second interest is the effect of institutional quality on stock market
performance. Estimates from several empirical studies like Ali (2011) and
Yartey (2008) specifications were consistent with this model suggesting that
institutional quality can make a statistically significant and economically
meaningful contribution to stock market development. It has also been
established that components of institutional quality also have positive influence
on stock market development of emerging markets. By this findings policies

tailored to reduce corruption, government effectiveness, political stability, voice

and accountability, regulatory quality and rule of law should be taken seriously

and encouraged. The payoffs from strong institutional quality include not only

larger stock markets, but also greater integration with world capital markets via

the influx of capital. Better governance environments increases returns to

shareholders by reducing both transaction costs and agency costs. All these go

to improve on the performance of stock markets. Our findings have important

policy implications for emerging countries in that development of good quality

institutions can affect the attractiveness of equity investment and lead to stock

market development. Also emerging countries should improve their

institutional framework because strong institutional quality reduces political

risk which is an important factor in investment decision. Policy makers must
ke sure thata fair level playing field is established, so that investors can focus
ma

ting growth opportunities without fearing for their
o

their attention on exploi

propel‘fy rights.
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Emerging economies have markets that are taking too long to pick-up

The road to stock market development depends significantly on institutional

arrangements and the regulatory environment. Quite often these arrangements

have been ignored. Corruption remains dire in emerging economies and

gnificant risk to financial market development. As stock markets

represents a si

omies the question becomes more

grow broader and deeper in emerging econ

critical. Results demonstrate a significant positive association between stock

measures and the element of institution quality (control of

market performance
rule of law, regulatory quality, voice and

corruption, political stability,

bility and government effectiveness). These findings suggest countries

accounta
jonal quality would lead to stoc

with better developed institut k markets

research direction on the association between

performance. A future
ctors and financial markets should use firm-specific indicators to

institutional fa
g how foreign direct investment is impacted

confirm the findings. Also, explorin

ty could have interesting policy implications. The

by the institutional quali

his paper calls for institutional reforms as supported by the findings

findings of t
d Mutenheri & Green (2003).

of Clark (2003), Ngugi (2003), an

s et al., (2009) improvements in political economy

According 10 Bartel

y the mitigation of political & regulatory uncertainty

derations, especiall

consi
uction of corruption (Darley,

mi, 2011) and red
g through stock markets.

2012) will increase the

(Tou

possibility of fundin
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Macroeconomic variables

The last concerns of this thesis is to find out the effect of macroeconomic

variables on stock market performance of 41 emerging stock economies over a

period 1996 2011. The study found that gross domestic product, Money Supply.

are the important determinants of stock market

and Consumer Price Index,

development.
Several policy implications can be drawn from this study. The
government, in formulating monetary policy, must be aware of the fact that the

ds more favorably to an increase in the Money Supply.

stock market respon
so be conscious of the fact that stock

Leaders in emerging economies must al
en the leaders implement expansionary policy to

prices tend to increasc wh

increase GDP.

Conclusion
ith the theoretical and empirical

This result is generally in agreement W

literature. For instance, Ali (2011) and Garcia and Liu (1999) found that policy
rate, market liquidity and education have a positive effect on stock market
development in emerging markets. The variable of interest Education is positive
aining stock market development in emerging markets.

and significant in expl
enhabib and Spiegel (19
and Salami and Acquah-Sam (

owth rate of per capita AGDP

94), Barro and Xavier Sala-i-Martin

Barro (1991), B
j-Martin (1997),
y correlated with the gr

2013) also found

(1995), Sala-

schooling to be positivel

across countries-
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I ey .
n the case of institutional quality on stock market performance the study

was i . . ergt
as interested in the effect of institutional quality on stock market development

for . . o
emerging economies. Six different sub-categories of institutional quality

d accountability, political stability, government effectiveness

(voice an
of corruption) are analyzed. The

regulatory quality, rule of law, and control

empirical results are based on annual panel of data of 41 countries covering the

years between 1996 and 2011. The results suggest that institutional quality has

cant effect on stock market development. Of all the

a positive and signifi
nstitutional quality only regulatory quality turn out to be

components of i
performance in the emerging stock

insignificant in explaining stock market

markets.
hes that financial intermediary (policy rate), stock

The study also establis
e stabilization variable (co

lopment, while Money Supply does

market liquidity and th nsumer price change) are the

important determinants of stock market deve

not prove to be significant. In addition, the study found that financial

intermediaries and stock markets aré complements rather than substitutes in

s. In order to promote stock market development in

development proces
stock market liquidity, develop

emerging economies, it is jmportant to improve

ries and then control inflation.

financial intermedia
n from this study suggest th

The salient conclusions draw at strong
ty, education and macroeconomic variables are important for

emerging country’s markets. To reverse the

institutional quali
evelopment in an
formance trend in €

e significant emphases on

both

the stock market d
merging economies,

persistent anemic stock market per
s may have to plac

al policy maker:
tical stability,

domestic and extern
he voice and accountability, poli govemmem

the maintenance of t
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effectiveness, rule of law, and control of corruption. The need to stabilize the

macroeconomic indicators as well as improving upon the knowledge base of the

citizenry is equally important for performance of stock markets in emerging

economies. Although our empirical results are intriguing, they warrant further

analysis. Much work remains to be done to better understa

nd the relationship

between stock market performances. Although the paper sheds light on the role
d macroeconomic variables on stock

of knowledge, institutional quality an

ot study individual country cases, nor analyzes

market development, it does n
r stock markets development. Fin

n the stability of the stock

when countries aré ready fo ally, Stock market

ator to the foreign investors O

performance is an indic
measures should be put in place

re recommended that good

market. It is therefo
hich in turn increases the stock market

to promote the stock market activities W.

performance.

Recommendations

om the three empirical chapters of this thesis have

onomies. The following are

The findings fr

important policy implications for emerging €cC
mendations for policy directions to ensure longer-term

some recom
s’ stock markets by considering the

development of emerging economie

following policies;

nomic indicators S

1. Macroeco tabilization will provide certain commodities
als, including copper, gold, steel, cocoa and wheat, would provide
?

and materi
hose sectors going

forward.

support for companies int
and broad

ne supply of
e domestic

5. Promoting t

This liberali reigners t0 purchas
e.

zation allows fo
yon capital

i i i ica
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outflows. Four categories of investors have a complementary role in capital

market development. These groupings include:

e “Buy and hold investors” like insurance companies or pension funds.

on public and private pension funds are critical to

Defined-contributi

longer-term capital market development.

«Buy and trade investors” policymakers can help to develop these types

nvestors through educational programs as well as policies to

of i
the middle class to place savings in mutual

incentivize and encourage

funds, unit-linked insurance, and other medium-term products.

“Active investors™ like hedge funds, some academics and government

g others, attribute volatili

prompting many markets to

officials, amon ty and liquidity crises in

markets t0 active investors

emerging
olicymakers should seek an appropriate

restrict their ability to trade. P

f active investors; given the benefits they offer

balance in the regulation 0

financial markets.
«private market investors” such as private equity or venture capital

funds should also be encourage by policymakers. These investors
listing stages, and for financial and

provide capital for growth, for pre-

ional restructuring.

operat
pital by increasing issuer

participation through

Improve the demand for ca

the following;
pital markets. Policies can

ing Of mandating the use of debt c2
tities to use debt capital markets to diversify at
nding from the banking sector- Similar policies

¢ extended t0 large companies.

ing diversiﬁcation could easily b
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4.

e Promoting capital markets for financing infrastructure. Though few

emerging markets have successfully done so, this could be a powerful

lever.

e Promoting the development of fast-growing small companies outside of
conglomerates. Developing vibrant startup ecosystems and venture
e main source of

capital industries to supplant conglomerates as th

funding for innovation would have a considerable impact on the demand
for IPOs in the medium term and hence improve the performance of the

stock markets.

Encouraging intermediation by creating competition among market

participants
h for sustainable integration into

Promoting free markets by setting a pat

global markets, and
makers should

Supporting price discovery and resource allocation. Policy

fluences market developme

_to-month price movements will

sets precedents and in nt. No market is perfect

and interpretations of day-to-day or month

me circumstances call for direct or indirect intervention to suppress

vary. SO
ve volatility or to redistribute re

rse impact of excessi sources to

the adve
e in the economy. These d

groups of peopl ecisions mirror

different
and human developmen

onomic variables,
mean abdicating policy;

t which in this case is

macroec
but rather using the market

n. This does not
d in them t0 carry 0
S should establish t

educatio
ut policies.

ntives embedde
ransparent

and inc€
in emerging gconomi€
ulation is to

Policymakers
‘ective of sound reg

s. The main obJ

regulation
ith predictable enforcement. The



objective is for both regulatory and self-regulated institutions to promote

standardization, and as a result, decrease financial cost and risk for market

rsuing these goals will often require a modified approach.

participants. Pu

Emerging economies can achieve a good part of their objectives by adopting
standards and regulations that have worked in other economies and have
been adopted broadly in international markets, such as those set by bodies

like the International Organization of Securities Commissions.

There should

n supervision and regulation. Emerging market should

a balance betwee
re engaged, development-minded

concentrate on better regulation and mo

supervision.

erging economies also need enforcement

al system. Most developed

Policymakers in Em

s the maturity of the leg

mechanism that matche
nt, efficient, and well-functioning

y on an independe

markets rely heavil
nt. This is not the case in many emerging

ry to support market developme

judicia
nstitutions of processes coul

d be considered to

economies, and fit-for-purpose i

nt the judiciary. While this may be beyond the scope of

replace of compleme
ould benefit from creating avenues

g market regulators, they ¢

work for emergin
ums to settle commercial disput

s, such as arbitration for es and

ike bankruptcy. This is an

isputes including

to resolve dispute
resolve challenges 1 adjudicating
iction to deal with all d

olution of commercial

speciﬁc paths t0
e exclusive jurisd

authority with th
will ensureé faster res

ed cases This

insolvency—relat
conflicts.
All these policy directions call for stable macroeconomic indicators,
ation.

nd education of general popul

good governance a
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APPENDICES

ket development 1996 — 2011
Turnover Number of AGDP
Listed per

dicators of stock mar
Total Value Stock Market

Appendix 1 - In

Country
Traded (% Capitalization Ratio
of AGDP) (% of AGDP) (%) Companies Capita $
Argentina 3.75 30.10 23.36 135 4285.75
Bangladesh 3.77 5.47 54.44 216 377.21
Bolivia 0.11 14.26 0.97 27 1020.64
Botswana 0.88 23.03 5.38 16 4981.22
Brazil 19.67 38.61 53.21 464 4582.71
Bulgaria 2.08 13.03 13.13 402 3437.66
Chile 12.06 95.18 12.66 252 6669.80
Colombia 2.65 25.02 9.93 117 3295.39
Costa Rica 0.67 9.72 5.29 17 4683.95
Czech Republic 12.64 23.77 53.42 265 11852.47
Ecuador 0.38 7.16 5.20 47 2903.80
Egypt 12.29 34.88 27.11 690 1158.47
Ghana 0.45 15.37 3.29 26 486.02
Hungary 15.57 20.22 66.30 46 9372.58
India 44.04 47.66 103.11 4845 641.97
Indonesia 11.72 26.66 47.89 294 1195.98
Jamaica 3.88 117.63 3.14 39 4178.91
Jordan 39.69 109.20 29.04 169 2135.87
Kenya 1.58 23.49 5.68 55 528.17
Malaysia 68.64 162.95 39.58 748 4919.38
Mexico 8.52 27.38 32.97 168 7468.29
Morocco 7.98 38.12 17.58 60 1796.14
Nigeria 1.73 14.40 8.53 189 684.49
Pakistan 31.50 19.38 167.50 683 631.11
Panama 0.55 24.84 2.75 22 4573.13
Paraguay 0.12 3.37 5.17 54 1558.13
Peru 3.58 31.72 16.37 225 2706.04
B 12.26 51.51 23.53 219 1123.98
Philippines
g.11 19.12 61.71 238 7199.95
Poland. 1'45 10.79 21.14 2963 4280.12
Romania 73" 95 61.17 84.02 87 13402.12

Saudi Arabia
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Appendix - 1
1 Indicators of stock market development 1996 — 2011

(Continuation)
TVT (@ SMC
Country o [() ?)of (% of gutI:nO\‘/;r Listed AGDP per
a .

— AGDP) io(%) Companies  Capita $
Republic 2.18 5.83 40.82 346 10871.28
Slovenia 2.65 19.63 24.27 .

South . 65 16522.56

Africa 60.32 173.05 32.81 534 4990.85
Sri Lanka 2.81 17.92 16.10 227 1103.1
Thailand 44.10 57.64 84.48 424 2401’ .

Tunisia 1.68 13.11 12.61 39 2859.98

Turkey 32.11 23.95 135.91 260 632 ”
Uruguay 0.02 0.74 2.77 13 54 o

Venezuela 1.69 8.57 14.66 74 o

Zimbabw o

. 9.40 84.05 11.03 70 592.08
(2012)

Source: Word Development Index

Appegod::t i - Mean ve::lges of cor\;;:onent ognstitutiggal quality
Argentina -0.4034 0.29274  -0.54595 -0.449 -02858 -(()} (1;34
Bangladesh -1.0853 -0.419 -0.88288  -0.9328 -1.236 -0 :/08
Bolivia -0.5842 -0.0207  -0.71315 -0.4165 -0.58 -0:441
Botswana 0.89018 0.58373  0.604985 0.60495 0.9571 0.5529
Brazil -0.0226 0.38306  -0.305 84 0.17987 -0.121  -0.062
Bulgaria 02042 050559 -018042 049189 02576 0.0326
Chile L4lo86 097859 1244058 147027 05722 12025
Colombia 02673 03235 062147 0.12835 -1.822 -0.146
Costa Rica 0.55271 0.9973 0.50956  0.52709 0.6717  0.2557
Czech Republic 0.35474 0.94333 0.84427 1.10567  0.8756 0.8707
Ecuador -0.8574 -0.2572 091583 -0.8018 .0.744  -0.782
Egypt -0.4762 -1.0205 .0.06214  -0.3276 -0.627 -0.329
Ghana 01112 019119 009981 -0.1357 0071 -0.06
Hungary 0.52146 1.03645 0.848601 1.10686 0.8661 0.8262
India 04185 038603 0102799 03277 -1.168 -0.051
Indonesia 08133 03025 070697 03783 139 -0.351
Jamaica -0.3978 0.54104 -0.44346 0.25653 0215 0.1539
016751 03878 0.332669 0.25026 0305 0145

Jordan
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Appendix 2 - Mean values of component of institutional quality Continuation

Country CcC VA RL RQ PS GE
Kenya -0.9503 04172 -0.96109 -0.2284 -1 18  -0.556
Malaysia 0.26401 03936 0497353 0.53187 02162 1.0591
Mexico -0.2926 0.14942  -0.5209  0.33923 -0.529  0.193
Morocco -0.1556 06245  -0.0692  -0.1643 -0.357 -0.112
Nigeria -1.1099 .0.8482  -1.24584  -0.8989 -7 -1.021
Pakistan -0.9354 09798  -0.8272  -0.6124 -1.944  -0.549
Panama -0.3139 0.496 -0.14782  0.43084 0.029  0.0989
Paraguay -1.1311 03213 -1.00916  -0.5856 -0.787  -0.938
Peru -0.2706 .0.0817  -0.65427 034411 -0955 -0.309
Philippines .0.5756  0.04629 .0.42186 -0.0458  -1.336 -0.046
Poland 036823 097555 0.560471 0.79406  0.6237 0.5508
Romania -0.2833 0.40729  -0.10001 0.30437 0.1844 -0.328
Saudi Arabia -0.2407 .1.6093  0.156765 0.02081 0281 -0219
Slovak Republic 0.2732 0.87462 041101  0.92968 0.871  0.7573
Slovenia 0.96691 1.09796  0.98243 0.83968  1.0384  0.9661
South Africa 037684  0.66464 0.090105 0.51175  -0.153 0.5842
Sri Lanka -0.2432 03323 0.112142 00735 -132  -0215
Thailand -0.2344 .0.1166  0.11109 025933 -0.576  0.2873
Tunisia .0.0073  -0.9512 0026233 -0.0333  0.1073 0.4315
Turkey .0.1496  -0.2042 0034432  0.26525 -0.901 0.1311
Uruguay 0.98092 0.98193 0543132 04374 0.7737  0.5012
Venezuela -0.9906 -0.594 130372 -1.0288 -1.128  -0.972
-1.3643 -1.56669 .1.8256  -1.117 -1.07

Zimbabwe -1.145
e Indictors (2012)

Sourc

e: World Governanc
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sources of data

Sources

Appendix 3 - Definition and

Variables

Definition

Stock market
capitalization
(SMC)

Money supply
(MS)

Consumer Price
Index (CPI)

Gross domestic

product

Control of corruption
(€O

Voice and
accountability

Rule of law (RL)

Political stability
(PV)

Government
effectiveness
(GE)

Regulatory quality
(RQ)

Institutional quality

Education (E)

SMC;,, is the stock market capitalization relative to AGDP;;.
) = (InSMC, ~InSMCie-1
LASMCyey = ) % 100, where LASMCy_; is the yearly
growth rate of stock market capitalization relative to AGDP;., at the
present year (t). ‘L’ is the natural logarithm.

M2: M1+ time & savings deposits. MS; ¢ is the Money Supply relative to

GDP;, . It is aproxy for b
MSpe— - .
(nMSy—InMSie=s) o 100 s the yearly growth rate of Money Supply

GDPye
relative to AGDPy, at the current year (t). ‘L’ is the natural logarithm.
croeconomic stability. LCPIy=

arly growth rate of LCPly

anking sector development. LMS; ;=

LCPI;, is a proxy for ma
(incple-inCPlu=1) y1 00, where LCPIe is the y&
GDPe
at current time (t). ¢L’ is the natural logarithm.
Gross domestic product over population (GDP per Capita)

or resources by government officials or
f the institutional quality indicator range is
representative of poorer institutional

The abuse of public power, office,

employees for personal. The extremity 0
2.5 and 2.5 with lower values
quality scores.
izen participation in govemnment and in the policy making
ator range is approximately

approximately

The degree of cit
e extremity of the institutional quality indic
resentative of poorer institutional quality scores.
al without undue delay. The extremity of the

.2.5 and 2.5 with lower values

process. Th
2.5 and 2.5 with lower values rep

The right to a fair and public tri
r range is approximately
tional quality scores.
as conflicts of ethnic, religious,

litical organizations, violent

institutional quality indicato
representative of poorer institu

h undermine political stability such

onal nature, violent actions by underground po
urity. The extremity of the institutional

.2.5and 2.5 with lower values

Factors whic

and regi

social conflicts, and extemal public sec
quality indicator range is approximately

of poorer institutional quality scores.

the quality of public services and policy

ndicates the credibility of the

tional

represemative
5 measures
and thus i
es. The extremity of the institu
.2.5and 2.5 with lower values

Government effectivenes
lementation,

formulation and imp
h polici

mitment t0 SuC
approximately
r institutional quality scores.
ent sound policies and

t. The extremity of

govemment's com
quality indicator rangeé is

representative of poore

formulate and implem
developmen

acity for govemmem to
2.5 and 2.5 with lower

romotes
range is app
r institutional quali
ompo!
he institutional quality

presentative of

The cap
ons that permits and p
indicator
tative of poore
y row average of ¢
The extremity of
ower values €

private sector

regulati i
roximately

the institutional quality

values represen
jte index computed b
cher.
2.5and 2.5 with |
scores.
Iment as 8 percent

ty scores.
nent of institutional

This is a compos
quality computed by the resear

ge is approximately
institutional quality

nro

of a total

indicator ran
poorer

secondary school €

X is measured by
population-

This inde
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WDI, the EMDB of the IFC
and local stock markets

WD, the EMDB of the IFC
and local stock markets

WDI, the EMDB of the IFC
and local stock markets

WDI, the EMDB of the IFC
and local stock markets

Worldwide Governance
indicators

Worldwide Governance

indicators

Worldwide Governance
indicators

Worldwide Governance
indicators

Worldwide Governance
indicators

Worldwide Governance
indicators

Computed by the researcher

WD, HD],
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Appgndix 5 . Pedroni Cointegration Test
Within stat Panel rho Panel v Panel PP Panel ADF

Statistic -3.411 0.54967 -5.309 -6.408
P-value 0.024 0.2897 0.0000 0.0000
Between stat Group rho Group PP Group ADF
Statistic -3.8121 -4.0947 -5.991
P-value 0.000 0.031 0.0000
nful (2016)

Source: Field survey, Wi

égpendix 6 - Westerlund Cointegration Test

Within stat G tau G alpha P tau P alpha
Statistic -5.933 -11.401 -14.108 -21.433
p-value 0.021 0.0000 0.0000 0.0000

Source: Field survey, Winful (2016)
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Th
lhe?roﬁag(eet Céfgitalization of emerging stock markets
1189 T 04 billion to $3,074 billion for the period 1990
Malaves trond continued in the 2000 with countries
\dlaysia,_Jordan, Jamaica, G saudi Arabia,
et o and Philippines accounting for the rise in stock
capitalization as portrayed in Figure 4. In terms of
E’"pl market capitalization most of the economies
"Mled are making less than 50% of GDP. With the

b
tn economies sampled economies with high stock

% )
; et capitalization it is only South Africa, Morocco, an
like South Africa in

cet;n Botswana with GDP I
baf s, terms is cited as having low stock market
,,ital.zatfon nd Zimbabwe with high stock market
" alzation cited with low GDP as shown in Figure 5.

. the case emerging i utside Africa
a1t cited with high sto
y .M Figure 6 with elatively low GD"
Wy stock market capitalization 1 cited here as the
Mry with the highest GDP §°© is Czech Republic-

3

WPiRic AL LITERATURE
and stock market

?:"‘)economic variable
tlopment
" .
s tock prices are determined by
%eog?‘réaar;%t::gl :::ct:rs ‘ ic variables sgch as the
brest rate, the e inflation. Fama
‘931) highli’ghts that there exists @ significant relationship
ween stocK returns an other macrogcononyc
Yiables namely: inflation, national, output and industrial
\duction. Stock market-output nexus has also been
tensively studied (Habibullah and Baharumshah, 1996;
ipyllah et al., 1999). These results indicate that there
%ts a long run relationship between stock returns and
of real economic activity, money

hut, Th
. e levels mc
rate and interest rate will likely

B
dply M2, exchangé
. through its impact on corporateé

oene rices

fﬁﬂtab'ej St'OCk : Shiller (1989) argues

Jitability in the same i 98E e
s reflect changes N investor:

. tchan : i

) ges in stock price ;

.Xgectations about future values of rtain economic

Mables that affect directly the pricing of equils ent and

W link between Capital ma t develoP amond

et rate _has in recent ime been an &5, ame

%; rchers (Ologunde et al. : o e of a firm

. tis asserted that the financial StUCUT® 70 es as

w5 the blend of debt and equity financ™d. “Fanancing

h OMig oves towards equity 1T

b, oMies develop. It M ¢ interest paid

A §h the stock market. if the raté ors patronize

\ at° depositors is increased: "% =" iyl invest " the

Y S the more and fewer | Jocrea capital
a market

e

A

lyg, arket. This will 162

Myment in  the economy- 5 Fjower .

'%auog"?e and developmen il 5 crucial role 1
goocation of capital res®

®rmination of the raté of the n@

Winful et al. 11

ates both the long run and the
between the Ghana stock market
variables. The paper establishes

ration between the macroeconomic
The results of the

Osei (2006) investig
short run associations
and macroeconomic
that there is co-integ
variables and Ghana stock market.
short run dynamic analysis and the evidence of
co-integration mean that there are both short run and
long run relationships between the macroeconomic
variables and the index. In terms of Efficient Market
Hypothesis (EMH), the study establishes that the Ghana

inefficient particularly with

stock market is information ally
respect to inflation, treasury bill rate and world gold price.
Kuwornu and Owusu-Nantwi (2011) examined the

relationship between macroeconomic variables and stock
market returns in Ghana using monthly data.
Macroeconomic variables used were consumer price
index (as a proxy for inflation), crude oil price, exchange
rate and 91-day Treasury bill rate (as a proxy for interest
rate). Full information maximum likelihood estimation
procedure was used in establishing the relationship
between macroeconomic variables and stock market
returns. The empirical findings reveal that consumer price
index (inflation rate) had a positive significant effect, while
exchange rate and Treasury bill rate had negative
significant influence on stock market retums. On the
other hand, crude oil prices do not appear to have any
significant effect on stock returns.

Eita (2012) investigates  the macroeconomic

determinants of stock market prices in Namibia. Using
d that Namibian

VECM econometric m
stock market prices are chiefly determined by economic
inflation, money supply and

activity, interest rates,
n economic activity and the

exchang€ rates. An increase i
ly increases stock market prices, while

money SupP .
increases in inflation and interest rates decrease stock
ties are not a hedge

prices. The results suggest that equities
against inflation in Namibia, and co_ntracﬂonary monetary
policy generally depresses stock prices. .

Fama (1981) argues that expected |pf]ation is
negatively correlated Wi icipated real activity, which
in turn is positively related to retumns on the stock market.

stock market returns should be negatively
d with expected inflation, which isO;)ﬂendPrSXied
term in _ Kaul (199 studied the
the short ted inflation and the stock
rding to the proxy hypothesis of
' ' i i ted

g1) should be negatively reI?ted since expec
'F?lr:t?oggis )negatively correlated with anticipated real
Ig,?cti\/ity which in tum is positively related to returns on the
stock mark® relationship between
turns b the emerging economy
d stock 1 with Kaul (1 9g0) results, Spyrou
-fation and stock returns are
infla 995 afte

_ Kyereboa
cointegration and th

h-Coleman
e error
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how macroeconomic
stock markets by
a case study. The
ing rates from

!

Mecti

| Icat::: model techniques to show
Mg the g;fect the performance of
b ana Stock Exchange as

oGS
Dosgit n?(fmthe study reveal that lend
ey banks have an adverse effect on stock

ket
d,ancze't'g’ﬂnar]ce and particularly serve as major
Ao rat _business growth in Ghana. Again, while
et perfe is found to have a negative effect on stock
b is to ormance, the results indicate that it takes time
take effect due to the presence of a lag period;

th .
at investor's benefit from exchange-rate l0sseésS as

reSU
It of domestic currency depreciation-
nthly data for the period

C
oW et al. (1993) using MO
ship for monthly excess

.. Ch
i
% to 1989 found no relation
ate returns. When
than six

k

zpeat,'eturns and real exchange ©
nthmg the exercise, however with longer

s horizons they found a positive relationship

een a strong dollar and stock returns.

SHopoLoaY

!
%retical models

b
troeconomlc varlables and Investment
variables and stock market

2? way of linking macroeconomics
Mms i through arbitrage pricing (APT) (Ross, 1976)- The ¢
toach to the transmission mechanism increases  the
0economic significance of stock markets which now take on an

rtant role in managin of capital accumulation.

focused on individual security returns (for selection of relevant
?dies see Fama, 1981, 1990; Fama and French, 1989; Schwert,
%0; Ferson and Harvey, 1991; Black et al., 1997). It is also used
n aggregate stock market framework, where @ changeina given

,:f’oeconomic variable could be seen as reflectin
~§B"lying systemic risk factor influencing future returns. M
empirical studies on APT theory finking the staté
tro-economy 0 stock market returns are characterlzed by
xﬁe'ing a short run relationship between macroeconomic
‘!nzhles and the stock price in terms of first difference, assuming
W stationarity (Andrew an ’ .
%g“?’“o Optti):ﬂ(ization problems information are
?e,;“'"g more and more popular,
‘ 'm?" They have been S
\ chaslon methodologies, narm ly D
o, Martingale Method” (MM). While DP
:‘eaeral also MM has been applied alre dy s
Yy CS When the drift/appreciation rate in @
col

‘;‘ is supposed to be an unknown o process-
‘:h o Hrocess, or a |inear-GauS$'g" :: P recently 58S and

Ny Papers Lakner (1995, 1999 800" portfolio maxim
ann (2004). We con de re the coefficients ©f
economic factors

v S '

ey
Hi%lfc;y prices are nonliné i

, OIve as a k-state MarkoV © ain- ion between

Satj pe relation Df
;i%ia?tmactory theory WO . eng:i is ntirely N one
h‘f;ion‘ ml-alcr)kets and th: m:ger:ec ally considel‘tet‘:| ataiz

\'ndi wever, stoCl p h atiO argumen
'?'th Ng to external forces- t clversnﬁceral " 'S state
d GDP will

Jy. M capi

\jgq . Capital market heory, oY

"*e,, stl:\ke inflation, money SUP exchang®
e pricing of largeé stoc

Empirical models
Macroeconomic varlables and stock market development

For the purpose of this empirical study, the unit of analysis is the 41

emerging economies stock market. Here, we will draw

ng i€ 8 3 upon theo
and existing qmpmcal work as a motivation to select a l;,wmber 2;
macroeconomic variables that we might expect to be strongly

related to the real stock price. The real stock price depends upon
payments and the market discount

th? eﬁected stream of dividend

rate. Hence, any macroeconomic variable that may b

influence expected future dividends and/or the disciu:t trha(t,::gcl'lotu:g

have a strong influence on aggregate stock prices. The

macro-economic va lained under theoretical

model of this article are; money supply (MS), consumer price index
rate in US dollars (EXCH). The objective

(ch) and foreign exchange
here is to test ghe effect of economic growth measured by GDP, and
macroeconomic variables (MS, CPI, and EXCH) on stock m'arket

capitalization of emerging economies. In this paper, we will draw
a motivation to select a

upon theory and existing empirical work as
number of macroeconomic variables that we might expect to be

strongly related to the real stock price.
In this study, the model used by Sangmi and Mubasher (2013)

was adpptefl and 'modiﬁed. In this empirical chapter least squares
regression is again considered due to the numerous advantages
that it has over other estimation techniques. The analytical model

for the macroeconomic determinants of stock market performance
is depict nd Mubasher (2013).

ed by the modified model of Sangmi @
SMC,, = Po + P1GDP: + B,MS;; + BaCPlie + B4EXCH; + & (1)
Where SMC;; is the stock market capitalization relative to GDF;
oG, = S0 10 -
it p % 100, where SMC;,_, s the yearly
growth rate of stock market capitalization relative to GDE,¢, at the
present year (). GDP,; is Gross Domestic Product. It is a proxy for
: GUVe—~GDPie-1
economic development. GDB = (T oorp - ) x 100 is the
14
yearly growth rate of GDP relative to GDEP, ., at the current year ®.
MS; is the money supply relative t0 GDE, . It is a proxy for
; _ oMt
panking sector development. MS;¢= oF ) x 100 is
it
the yearly growth rate of maney supply relative to GDF¢, at the
CPl; is a proxy for macroeconomic stability.

current year Q»'r
it "")xIOO. where CPli¢ is the yearly growth rate

CPl= T coree

of CPIir at current time cg). EXCH,; is a proxy for macroeconomic
EXCHip—EXCHie—1 o
ExcH ~EXie=ty 4400%, where EXCH; is

stability. EXCHie™ — o
EXCH;, atcurrent time (t).

the yearly growth rate of
GDP was interacted with all the other macreeconomic variables one
at time to determine the actual effect of these variables on stock
market perto ance. The following models were run and the
significance levels weré tested at a=0.05 using different Robust
oLs and FGLS, respectively.
sMC; =Bt B, GDPy + B,MS;, + BsCP I, + B4EXCHy + & @
Bo,B1.B2 7 1; BaPs<?
gMC; = Bo B,GDP: + B MSi + Bs(GDP X MS); + & €))
30; ﬂll ﬂZ' BS >1

GDPu + ﬁgcplu + ﬁs(GDP X CPI,t) + &t (4)

SMCie = Bo+ Bs

RN



{
‘slrﬁl:Bs >1; B3:< 1

HC ~B

W s 1.
B> L, BuBs<1
GCP! is the

Here

T&racug,Mos; és the interaction of GDP and MS.

}‘Daramet DP and CPI, GEXCH is the interaction and EXCH.

Yereg meters were estimated using OLS technique. The least
hod produces the pest straight line. However, there

in f
act be no relationship or perhaps @ nonlinear relationship
k market capitalization

gg
Oe: S?D.P' CPI, MS, EXCH and stoc
Inear raight line is likely to be impractical. We assess how well
ety thmode| fits the data. A model results in predicted values
“Ye) gp, e observed data values. The fit of a proposed regression
Yy ould therefore be better than the fit of the mean model. Itis
me variance

ed that the errors or distu
is is not the case, the errors

®)

3

Tngg

gyl observation points, When thi ,

%Ust to be heteroskedastic and the model is corrected by using
standard error 10 determine the significance of

"’ah?' test of significance (a=0.05) for this model sought to
ish the determinants of stock market performance in
such as the Pearson

Mrging economies. The inferential statistics
iont RZ and the coefficient of

uct Moment correlation coefficie
as well as p-value and
ng has been

%
Mination R of the datd set, :
| use of differencl

hﬁstjcs were used. The genera :
ibility of spurious regression results (Philip,
and Udegbunam

Y
;grlsd) to reduce the poss
gy Studies by Adams 1992) and Anyanw !
aﬁs) conclude that ﬁlst—differergc{ng achieves stationarity of
Yables and thus reduces i .
gulhe suggestions of the aforementloned studies,
e the robustness and consistency of our estlmat.ion results, the
ression Equation 1 18 also estimated in first difference form.
.{TEtencing Equation 1 yields the following equations, which gives
Yes 2 to 5. The stationarity of t i re tested at a=0.05
hificance level with the following empirical model, using the
bwing techniques; Dynamic OLS and Newey-West, respectively.

%
Th"'eters of interest.

g, = By +BrAGDP +B:AMSe + B,0CPl + BAEXCH + & @)

i, g, s > 1 BorBe <1

e, = g, + B;AGDP: + B,AMS;; + +B5(AGDP X MSir) + & 3)

l"’Bth >1;,Bs <1

:Mcu = B, + B, AGDP: + B3ACPL: + Bs(AGDP X CPI,) + & (4)

::IBI'> 1; BaPBs<1

e, = g, + ,AGDP, + BsBEXCH:: ¥ ,(4GDP X EXCHi) + & &)

A

f;(;‘:ti:at; bube f the linear regression modet by th®

ﬁ'#t)d:li:“': ithgoffzznslztriearlsc%nelation and endogenety prObtr:'s
¢ S

Rtmrn, w415t

sure et ital an diversi

y

‘s’@irassllm ti . .

yliygy, T PuON behind this meéa e - capi

koY correlated with the 2 lity t0 m°b'l'zee;t \‘:zith KembO

12 2N economy-wide basis:

Qis) Yartey (203/8) and Levine orvos (1998) the literature

';:‘*\ved on theory underpinning t-o:dbeltr\:vee exchang®
» We hypothesize 2 sitive relat a (1999 and

stock prices.

Winful et al. 113

Wongbangpo and Sharma (2002) among others, indicate that both
exchange rate levels and changes affect the performance of a stock
market. That is currency depreciation will have a favorable impact
on a domestic stock market. The opposite should hold when the
foreign currencies.

currencies of the country appreciates against
The effect of money supply on stock prices can be positive or

negative. Since the rate of inflation is positivel related to
growth rate (Fama, 1981), an increase in the )rlnoney supp:'gor::z
lead to an increase in the discount rate and lower stock prices.
However, this negative effect may be countered by the economic
stimulus provided by money growth, which would likely increase
cash flows and stock prices (Mukherjee and Naka, 1995). Following
Geske and Rall (1983), Chen ot al. (1986), Wongbangpo and
SI]arma (2002), we hypothesize a negative relation petween stock
rices and consumer price index (CPI). The levels of real economic
y influence stock prices through its
impact on corporate proﬂtability in the same direction: an increase
i umer price index) may

the opposite effect

indexisusedasap Xy
broad base measure to calculate average change in prices of goods

and services during a specific period. Inflation is ultimately

translated into nominal interest rate and an increase in nominal
interest rate increases discount rate which results in reduction of
resent value of cash flows. An increase in inflation is expected to
negatively affect the equity prices.
Consumer price index is used to me

stability. Macroeconomic stability may be an

asure macroeconomic
important factor for the
ted that the higher the

development of the stock market. It is expec
macroeconomic stability the more incentive firms and investors
stock market. The stock market in

have to participate in the
countries with stable macroecenomic environment is expected to be
more developed. Consistent with previous studies inflation has
peen used as @ measure of macroeconomic stability. Although
there is no agreement on the relationship between macroeconomic
stability and stock market development, it is argued that higher
levels of macroeconomic stability encourage investors to participate
investment environment is

in the stock
predictab .
and so the prices of securiti

profitabilitys

likely to increase.
are more likely to channel their sav
their investments, and so this will enhance

rket developme xied with consumer

nt. This variable is pro:
The selection of these variables was based upon the
literature discussed. This

study investigates the

market performance
efficients of the linear

2011.

The technique used to estimate the cO
| is the Jeast squares method. Although the
t in the presence

regression mode . " st
ordinary |east squares (OLS) estimator is consis en
1 correlation in the error term and it 1S well known that the

ins th so-called second-order bias. Focus is
s (DOLS) astimator instead of

amic O
on the V¢ oLS estimators FMOLS). The Newey-West
the heteroskedastlclty and

AND DISCUSSION

g of the varia
ic statistical fea
including the

RESULTS
ptive analys!

bles

tures of the

Descri
mean, the

Table 1 summarize_s the pas
under consnderatlon

data
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Ta .

'ﬂsmpﬁve analysis of the variables.

Yameter ob '

™ S Mean Std Min Max Skewness __Kurtosis Prob

g 615 391.27 294.24 33.1 1089.2 0.578 2.283 0.001

W 615 1.41E+08 1.21E+09 2761.33 1.08E+10 0.664 2.331 0.001

EXCH 615 114.98 18.18 98.2 214.7 0.598 2.291 0.000

tp 615 347.56 1349.48 0.2 11427.7 0.612 2.309 0.002

N 615 M— 6.12 26.13 0.654 2.394 _0.000

L)

NMum and maximum values. standard deviation, suggest that the distributions of the variables are
for the data leptokurtic, that is non-normal. The data set are not

nce their respective mean,

et

' ﬂo:!s’ skewness, and the Jarque-Bera test :
g ir levels. The study revealed that gross domestic
rs) varied mostly followed by

- sl:.m (billions of dolla st
oy mer price index, money supply (millions of dollars).
bts'ey and quasi money comprise the sum of currency

ide banks, demand deposits ther than those of the

‘e 0
ral government, and the time, savings,
er than the

.e:ency deposits of resident sectors o
!ntral government. Theé mean value © .MS for the
: d for this article IS

yr9ng markets sample art
pon dollars with a standard deviation o )
! s in MS In

lion of dollars. This implies the changes in M
trging volatile with 2 minimum
;?Wth of 276133 to @ axim ¢ 1.08E+10 million
lars over the period under investigation- '
;pUrchasing poF\)/ver parity i heory whloh state_s
rates rrencies are 10

er is the same in

& exchange etwe
Niliprium when their purchasing pow

%th of the two countries. This means that the exchangé
% between the two countries shou

% two countries’ price
Y services. he

treasing (that is:
Yintry's exchange T

{um 1o pPP. In this .
'4? average EXCH for the period |
.36 per Us dollar. The e be
Mimum EXCH and maximy

g

ard deviation of 1349.48. ‘ el

lig;‘n general, the precise evaluatio f theesnsoran

‘u,tb‘,'tion i given by the values 0f SKEWICrostion

4 08is, The Skewness show the amo it ior
eak is

wew (d from horizonta! sym ,
\ o tall and sharp the central P

l“‘at? Sis shows how
Ve to g standard

4 ? table also shows

Niti
:'.ott:‘vely, which means that P18 feom sy
ly,or Words, there is a deviat! | large
A

pell curve:

ost of the varia

4bution of data set. T3t to
%38 is more common than large
N hables,

“"toi?‘"!ing peakness
?,"U e:f is larger than for stoc
Shey Change rate hence the obS
. " Peak compared 10 norm

e shows tha
the tab! ! ket ca

exactly normally distributed si
mode and median are not exactly the samé, but the data
iently appropriate for the purpose of the study.
not shown in the table due to

f the normality

assumption, the JB statistics and the equivalent p-values
were employed. The findings indicated that all variables

are rejected at 1%.
led that all the variables possess the

The table revea
al distribution, except SMCi: and GDF;.

d to the right. SMC;, and
more than three, and the

space.

state of norm
which are moderately skewe
EXCH; . have kurtosis values of
series are called leptokurtic. As for the remaining
variables, the values of kurtosis are less than three, and
the series are called platykurtic (Bulmer, 1965).

The study results revealed that the volatility of the
variables measured by the standard deviation is high for
GDP and consumer price index. To confirm the accuracy
of the normality assumption, weé employed the JB
statistics and the equivalent p-values. The findings
indicated that all variables aré rejected at 1%, except for

consumer price index and policy rate at 1%.

correlation analysis
ment on causation, the
jed information on the

strength the relationships connecting the nine
macroeconomic variables. shows strong _positive
relationshiP between t capitalization an d
money SY and a negative correlation between
consumer price exchange rate and market

capitalization on the other hand.
These resul sn;!ppo. thznalyms
conomic variables in our 2t .
mla_:zre\e and Zervos (1998) established that measures 'of
stock market
of

measures i

Although it is not possible to com
results reported in Tablo 2 revea

inclusion of these

development. We
relationship exist in
Data permittlng, we average the
o that each country

r variable. e compute the
opment (measured
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Table . .
2. Correlation coefficient of macroeconomic variables and SMC (levels).

MSxGDP CPIxGDP___EXCHxGDP

_Parameter SMC MS CPI EXCH GDP

SMc 1.00

g‘; 0.647* 1.00

o 0.454** 0.657 1.00

CH .0.642*  0.538* 0655

GDP o581+  -0.546™ 0683 -0.624"  1.00

MSxGDP 0.507* 0463  0.647* 0389 0611 1.00

CPIxGDP -0.423 0558+ -0523* 0614" 0547 0641 1.00

_EXCHxGDP  -0.619* 0551 -0459  0.597* -0.691 0.683** 0.573* 1.00
levels, respectively (2-taited).

, . *+ Correlation is significant at 1, 5 and 10%

and all the other explanatory

| chapter as shown in Table 2.

als that the data sets are
her. LSMC;, is found to
and LEXCHi. as
s. Also notable is

y

,ig'b?'ket capitalization)
N es for this empirica

‘thy correlation analysis reve

gy correlated with each ot

n ate much more with LMSie

ht Pared with the rest of the variable
LMS;, is highly correlated with both LCPI;,, and

Y, "GDR,, is found to be highly correlated with
tively. Our finding confirms

Qnli,r and LEXCH;, respecC
d Levine (1996b).

® work of Demirguc-Kunt an

,The financial intermediary de
ket development are comp
, the data sets are highly

bstitutes.

related; meaning @ change of one of the variable
byid result to a substantial change on the other
Yiables which is expected for such macro-economic

Yiables.

and hypothesis testing

::t:'eVer, before the regression analysis, we sought to
Mabl.ish the trend of the four data sets i
ribllsh the trend of the involved macro-ec
iy ables. For the heterogeneity across the countries and
w Togeneous serial correlation structure of error term,
1 SMploy three different panel it root tests. Thg
!ic;arch considers three statistical tests for testing !
ty Series in each panel aré integrated of order oneé
»‘&Vh:w ise known as stationanty test. heste t::til aac;ri
4 oet al. (2002) test, Im et al. (2003) test @

Th ) test for stationarity- -
gy L i o test the stationarity of the
ﬁ et Is o e t of individual deterministic

c rrelation structure of

N £ s :
) lsf°’ it allows heterogeneity
and heterogeneous S€ e order
: eneous first O
g homos sare, 2009).

Q‘Gression analyses

)

'f*"f:gﬁ" terms, assumin  Ghiawa o
\y"®Gressive parameters (CM2\0

g‘it rzedel tests the null hypot esis of threitypresen:te :
*%093) o;s against alternative of statl?en:emi-n g a more
iy, broadened the LLC st by P g @ e
'%te and °0mputationally simple e 7 sactions
%t made the estimation O each of

e. IPS tests the null hypothesis of unit root against
eneous alternative hypotheses which specify that
nel are non-stationary. Hadri (2000)
sts mentioned for

is, variance of the

possibl
heterog
some series in the pa
test is distinctive from other two te
testing the absence of unit roots, that
random walk equals to zero. He proposes a
parameterization which  provides an adequate
rep.resentation of both stationary and non-stationary
variables and permits an easy formulation for a residual
pqsed Lagrange-Multiplier (LM) test of stationarity. Here
itis qssumed that the time series for each cross-sectionai
unit is stationary around a deterministic level or trend,

against the alternative hypothesis of a unit root.

Table 3 shows the results of panel unit root tests for
at level and at first difference.

each variable in the panel

The results show that all the panels contain unit roots at

level. However, at a differenced level, the panels are said

to be stationary, though there may be possibility of

non-stationary series in a stationary panel as the panel
tify the particular series that is

unit root test will not iden
not stationary. This is only a drawback of the panel unit

root test, nevertheless stronger and higher degree of
power is gained in panel setting than in the usual single
cross-sectional setting. This is as a result of the
combination of information from time series and
cross-sectiona ads to improvement of
power of test (Im ests are conducted in
two folds. First, is carried out with the inclusion of
individual effects followed by the inclusion of individual
effect plus deterministic time. The results show that some
Is contain unit root only at the inclusion of time
ile others confirm the presence of unit root at
poth levels of testing. All the variables are tested at 5%
level of significance and the p-values filsplayed with their
corresponding t- statistic in parenthesis. The (esults from
these threé tests provide sqpport for treating all the
individual series as non-stationary In their levels but

ir first differencetsh.
establish whether the
In order e markets performance

etween st . .
: and macroeconomlc variables,

economies
analysis Was conducted where the S

re exists @ relationship
of emerging
a regression
tock market
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q .
formance is

.,:ﬁables; gross domestic
& (CPI), money supply (

W
gars (EXCH)

.

1y Natory variables an
1y ght line model 18 likel
s it is important that We

YO fits the

' 3
ir'a

ronce,

iy Umer price

{
il
&Its of the panel unit root test (C)-
Variabje LLC Test IPS Test Hadri Test
Fa— NT T NT T NT T
iSwe ~ 0.031(4.53) 0.178(6.51) 0328(0426)  0.327(0457) | 0.000(12.177) 0.0304(1.584)
op 0.0000(4.866) 0.0115(2.431) 0.0000(5.481)  0.0000(4.047) 0.276(0.577)  0.1754(0.781)
6pp 0.047(1.571) 0.048(1.141) 0.341(0.754)  0.304(0.755) 0.000(14.52)  0.000(7.915)
™ £ 0.0114(2.141) 0.000(3.552) 0.000(5.829)  0.000(5.534) 0.235(0.677)  0.584(0.597)
s ; 0.022(4.33) 0.179(0.66) 0.32(0.42) 0.32(0.42) 0.000(13.16) 0.03(1.59)
Cpy 0.000(5.67) 0.02(2.11) 0.000(6.58) 0.000(4.33) 0.28(4.33) 0.19(4.33)
&Ry 0.001(-4.87) 0.001(-6.70) 0.212(-0.81)  0.210(-0.81) 0.000(-15.34)  0.000(-9.06)
. By 0.079(-1.42) 0.001(-4.35) 0.212(-6.59)  0.210(-5.28) 0.237 (0.72) 0.70(-0.52)
SExc 0.175(-2 .52) 0.161(-4.63) 0.234(0.34) 0.289(0.283) 0.000(7.91) 0.004(2.28)
M H 0.000(-6.68) 0.000(-6.75) 0.000(-8.58)  0.000(-6.66) 0.469(0.91) 0.213(2.05)
i GDP i 0.065(2.12) 0.057(2.23) 0.124(0.34) 0.309(0.231) 0.000(7.91) 0.014(3.98)
CPS"GDP  0.000(7.42) 0.000(5.23) 0.000(3.34) 0.000(4.347) | 0.108(1.83) 0.014(2.22)
kGDp 0.011(-2.03) 0.108(-2.17) 0.077(:2.34)  0.104(-1.166) 0.000(@.37)  0.004(6.93)
CPixgDp | 0.001(~4.24) 0.000(-3.12) 0.000(3.764)  0.000(3.443) 0.155(1.91) 0.012(1.27)
E)(CHxG,Dp ; 0.065(-2.12) 0.057(-2.28) 0.124(1.34) 0.309(0.233) 0.000(7.92) 0.014(3.98)
;AEXCHXGDP | 0.000(-3.62 0.000(-3.08 | 0.010(3.67) 0.003(4.64) | 0.311(0.371) 0.277(1.98)
Values and brackets is the t-values, gnificance levelis @ =0.05.
Table 4. Relationship petween macroeconomic variables and Stock Market Performance.
—//
M t P>t [95% Conf. Interval]
GDP 0.080 0.046 197  0.029 0171 0.915
MS 0.034 0.025 1.36 0.034 -0.057 0.194
c | .0.097 0.046 2.11 0.016 -1.225 0.023
-0.079 0.059 -1.33 0.018 -1.088 0.178
0.001 0.898 2.984

Number of obs
MSE = 0.228.0

, :blished that least squa
'ga'tSht line. However,
)y onship or perhaps no
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o
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N
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" h:" there was nee
eliminate any pote"

=615. F(4, 6
LS result corre

10) = 49.57. P
cted for heterosk

EXCH
cons 1.151 0.436 .64
rob > F = 0.000. R-squared = 0.2

edasticity (Ievels)

ted best line

17. Adj R-Square = 0.216. Root

ar unbiased estimators

. ictor regression estima
regressed against, 11® fo‘;rurrr:;erd;;?ice BLUE). According to Addelbaki (2013), in conducting a
pro uct (GDP)’ c%n e rate in quantitative research, oneé of the means of testing
) an exchand It is objectively the relationship amongd variables is to engage

using robust standardd eé’;g the best in an inquiry by having asg:umptioqs clearly‘stated _
res method produce® o Wy testin for theories deductively while guarding against
there may e t')" rween the pias, controfiing for substitute qlariﬁcations. and be skillful
jinear relationshiP 2% g ihis 10 generalize and replicate findings.
the dependent varia uSe For Table 4, the relationship between dependent
y to be mpract o ear  variable (sMmc) and independent variables (GDP, MS,
s how g ("thee" cI:r o | and were deterrgilped.lAlil tr? va;ulablels M'Il'el:e
loying stan qnificant at all three traditiona significant levels. The
datz b? deete‘:mi):"atio" and analysis © 20::;? was significant indicating that the model fits the
t. The relationship was then viewed with MS, CPI
| data S - 3. In each of thi
ed (GDP, mMOr® supply: 214 EXCH each at BT ising models 3. In each of this
nge rate) while the 80 "iso, the interaction effect was also determined.
index an capitalizat n. It was caThe reiationsmp een money supply and stock
r0econo ariables market performance s tested with modzl 3 ?s ‘s(how:tk u’;
o : ' ich is the stock marke
ot performance:, P ntercept is 3:915 WOL Lo
he best predictors for ° arka fF:thher tests i ;::’f:;’ rrﬁance hen all the > dependent variables are zero
tial biases mak
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' T . .
able 5. Relationship between Stock Market Performance and Money Supply.
SMC '
DF Coef. std. Err t P>Jt| [95% Conf. Interval]
s 7.230 3.544 2.04 0.022 6.471 7.945
v 0.076 0046 166 0034 -0.057 0.194
SxGDP 0.047 0.05 0.944 0.021 -0.044 0.084
cons 3.915 1.201 3.26 0.001 2.898 4.984
Number of obs = 615. F(3,611) = 57.96. Prob > F = 0.000. R-squared = 0.273. Adj R-Square = 0.246. Root

MSE = 0.183. OLS resuft corrected for heteroskedasticity (levels).

p between Stock Market performance and Consumer Price Index.

Table 6. Relationshi
[95% Conf. Intervall

__—’//f
SMC Coef. std. Err. t P>|t|
GDP 7.54 2.161 349  0.001 5.134 8.054
CPI 0.008 0.005 -1.67 0.028 -0.013 0.164
CPIxGDP -0.003 0.001 -3.75 0.001 -0.074 0.009
cons 2.931 1.018 2.88 0.001 1.713 3.188
Number of obs = 615- F(3, 611)9—52}83&:::3;;2 sﬁgi.tgoaé \Z':guamd = 0.233. Adj R-Square = 0.231. Root

MSE = 0.158. OLS result correct

k Market performance and Exchange Rate.

ationship petween Sto¢

Table 7. Rel
w P>It] [95% Cont. Interval]
0.032 5.924 7.322

SMC
GDP 6.72 3.692 1.82
EXCH -0.053 0.019 -2.84 0.004 -0.225 0.277
EXCH*GDP -0.048 0.014 -3.43 0.000 -0.782 0.018
cons 3.967 1.562 2.54 0.001 1.044 4127
Number of obs = 615. F(3, 611) = 59.13. Prob > F = 0.000. R-squared = 0.308. Adj R-Square = 0.254. Root
heteroskedasticity (levels).

MSE = 0.1 13.OLS result corrected for

i relationship or there is linear relationship but because of
.collinearity we fail to reject the null

icularly if zero (0) is
the problem of multi

) :
). 1t is misleading t0 interpret part
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o i y Slgnlﬁcant but ther d stock market relation P to SMC, there is still gnough evidence to
4y, near relation etwee P an conclude that there is a linear relation between them,
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g standard error 0 re zer GDP as S
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Vg ° o conclude that
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omic variables and SMC (differences)

Table 8. Correlation coefficient of macroecon
Correlation ASMC;, AMS;; ACPI; AEXCH;; AGDP;,
ASMC; 1.00
AMS; . 0.04** 1.00
ACPI, -0.09" 0.16* 1.00
AEXCH;, -0.08"* 0.14** 0.11* 1.00
AGDP; . 0.09** 0.09** 0.09*" 0.14* 1.00

+* and * denote statistical significance at the 0.01°

The dependent variable is SMC;

{

'][

ag‘;a' relationship between EXCH and SMC. The sign
be expected. We test for serial correlation end
) r?*‘,kedastici'ty in the error term in each model using
':é" his assumption is formally expressed as E (eg)=0
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e-d'ctiOH, its usefulness is greatly compromlsed. The

et!"‘ated regression parameters remain uobiased
alues, leaving the

Mat the corres onding true Vv '
ators of S i e for establishing point

Mma del a i
‘mated mo pp del can be used for predicting

Mat nd the mo
o on he standard errors of the estimates of
significantly

lues. However, 1

¥ regression parameters ~ are ;

\lerestimated which leads to erroneously inflated
bout the slope

hypotheses a
orresponding confidence

alues. Becausé testing
t-values as the test

officients and computing the ¢

trvals rely on the calculated

fatistics, the presence of correlated error terms means

%t these types of inferences cannot be made reliably.
resence of positive

A Dw test of 0.351 implies the :
at 5% significancé level.
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hip between Stock Market Performance and Macroeconomic Variables.

Table 9. Relations

SMC Coef. std. Err. z P>iz| [95% Conf. interval]
GDP 0.077 0.020 3.84  0.000 -0.082 0.109
MS 0.076 0.018 4.13 0.000 -0.011 0.125
CPI -0.042 0.016 257 0.000 -0.508 0.044
EXCH -0.056 0.016 361 0.000 -0.116 0.009

con 4.677 1.053 -4.44 0.000 -6.287 -3.056

= 15. Wald chi’(5) = 865.88. Prob > chi’ =

615. Number of groups = 41, Time periods
d serial correlation (levels).

Number of obs =
cted for heteroskedasticity an

0.0000. FGLS corre

)
tock Market Performance and Money Supply.

Table 10. Relationship petween S
_Smc Coef. std.Err. % P>lz] [95% Conf. Interval]
0.009 9.45 0.000 -0.014 0.174

GDP 0.084

MS 0.234 0.084 2.78 0.001 0.895 0.825

MSxGDP 0.013 0.002 6.50 0.000 -0.012 0.064

con -3.701 1.102 -3.36 0.000 -4.257 .2.250

Number of obs = 615. Number of groups = 41. Time periods = 15. Wald chi’(4) = 768.14. Prob > chi? = 0.001. FGLS corrected
rial correlation (levels model 3).

for heteroskedasticity and se

mance and Consumer Price Index.

een Stock Market Perfor
[95% Conf. Interval]

Table 11. RelationshiP petw
Coef. std. Err. oz P>Jz|
7.32 0.000 -0.075 0.123
0.025

sSMC
GDP 0.051 0.007
cP! -0.105 0.029 -3.63 0.000 -0.527
cPI1xGDP -0.005 0.001 -3.55 0.001 -0.039 0.044

con -14.051 2.192 -6.41 0.000 -16.264 13.233
Number of obs = 615. Number of groups = 41. Time periods = 15. Wald chi? (4) = 974.15. prob > chi* = 0.000. FGLS corrected for
heteroskedasticity and serial correlation (levels model 3)-

Table 12. Relationship between Stock Market Performan Rate
conf. Interval
GDP 0.078 9.11 - 'gggg g; gg
-0.035 0.012 -3.05 0.001 . X
EXCH ' 0.002 -0.078 0.057
EXCH *GDP -0.008 .5.257 .2.250
-3.584 2 - 0,000. FGLS corrected for

con
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s = 41. Tim
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Tab . .
Je 13. Relationship between stock market performance and macroeconomic variables.
_SMC
GOP Coef. Std. Err. t P>it] [95% Conf. interval]

AMS 0.225 0.084 2.68 0.000 0.841 0.821

AC 0.131 0.038 3.42 0.001 0.014 0.918

Pl -0.385 0.137 -2.81 0.000 -0.754 0.014
_AEXCH -0.225 0.084 -2.68 0.000 -0.518 0.016
614. Avg = 614. Max = 614. R-squared = 0.298. Adj

:Umber of obs = 614. Number of groups =
-squared = 0.270. DOLS Results (Difference model 3).

Table 14. Relationship petween stock market performan

41. obs per group min =

ce and money supply-

[95% Conf. Interval]

ASMC Coef. std. Err. P>[t]
AGDP 0.644 0.241 2.67 0.003 0.174 1.524
0.042 0.013 3.18 0.001 -0.064 0.141
6.50 0.000 -0.019 0.064

AM
AMS*xAGDP 0.001 0.0003
roup min = 614. Avg = 614. Max = 614. R-squared = 0.384. Adj

= 1. Obs per ¢

conomic variables (Difference).

Number of groups
Results on Macroe

autocorrelation

teroskedasticity and ati
t in explaining

That is modeling he :
ables were significan

(.he. models, the vari
Nations in SMC-
f wald test for

= f}e p-value O ] for.
tificant at all the traditional sign!

all the models were
ficant levels.

s estimation ofa co-integrated relation

i to fact that the variables are non-stationary. the first

terence of the variables is taken to make them

ionary. TO account for the problem of endogeneity

W serial correlation: i
tion of model 3 of th

uits of DOLS estima
Yiables are shown in Table 1

hgn yyald chi-square Of P
é;‘1}el fit the data set. All the explanatory
hificant in explaining Vv iati

i h
w.Onship between 4 e
ro na_. ) of the

as expected

Table 14 test the effect O S on stockbmaé)l'lzezt
4omance. ThiS relationship expressed BY 0
gMing  that aGgDP and teracti ef;ecre >
‘%Dpand AMS are zero (0). From the table the i
’m:jgh evidence {0 conclude linear reAlatIO;\Sa nP
by cen the first difference of money Sl{PPW (S ). The
"térdifference of stoc! rket capP allzvavt':o:h(l?mp " the
Sign e o oS sggglc t hen all other

A :

Yooles as zero (0) 1S " t apP!

ty, determine ( t)he tatisti s%"gﬁan market
“ffglc'e"t of the partial effect O o cgression
:‘% ;’“ance there was Ne€®" rre place gross
;;’ est_the interaction vara le 1S omestC
"y olc product less averad oefficient

)ty Multipled by AMS.
(the coefficient of P2

R-squared = 0.263DOLS

effect at gross domestic product of 18.64, along with a
standard error. Running this new regression gives the
standard error of ,Bl+ﬁa(18.64) — 0,063 as 0.0235,
which yields t = 2.66. Therefore at the average gross
domestic product, it is conclude that AMS has
statistically significance positive effect on stock market
performance. An increase in money supply will increase
the liquidity in the economy resulting in an increase in the
purchasing power of the citizenry. This means that more
money will be avai sumption but also

lable not just for con
for investment hence, in stock market

an increase

performance. Also people tend to demand more when
they have moreé money in their hands and thereby the
rices of shares may increase which leads to stock
market performances rising. These results support the
real activity theorists’ argument that an increase in money

increases stock prices and vice versa.
h evidence to infer a linear

AGDP and stock market
Most industries are
the firms in the
s well and vice
y tend to

s, are doing petter than otherwise.
So, AGDP is an important determinant of stock prices.

, in line with the findings of Levine and
Liu (19

mer price index and

e

ormance is signiﬁcant and e.xpr:sseddb%
er ex |anatory variables in the mode

" g wnin T ble 15, model 3, th.e

een consu
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{
tock market performance and consumer price index.

Table 15. Relationship between S
ASMC Coef. std. Err. t P>|t| [95% Conf.interval]
AGDP 0.161 0.055 291 0.000 -0.022 0.746
ACPI -0.081 0.029 -2.77 0.002 -0.235 0.088
ACPIxAGDP -0.062 0.023 -2.64 0.000 -0.741 0.791

1. Obs per group min = 614. Avg = 614. Max = 614. R-squared

Number of groups =
mic variables (Difference).

Number of obs = 614.
= 0.336. Adj R-squared = 0.323. DOLS results on macroeconol

et Performance and Exchange Rate.

, Table 16. Relationship between Stock Mark
1 - )
ASMC Coef. Std. Err. t P>it| [95% Conf.Interval]
AGDP 0.743 0.283 2.63 0.000 0.277 1.014
AEXCH -0.234 0.084 2,78 0.000 -0.865 0.032
AEXCHxAGDP -0.017 0.006 -2.81 0.000 -0.119 0.048
Number of groups = 1. Obs per group min = 614. AvQ = g14. Max = 614. R-squared = 0.284. Adj R-squared = 0.227.
DOLS Results on Macroeconomic variables (Difference)
is linear gross domestic product, it is concluded that AEXCH has
tive effect on stock market

statistically significance posi

:;Olfgh evidence to conclud
lionship between the interactios “f ACPI and AGDP
i ASMC. With the interaction effect being significant performance.
: GDP is -0.027 with There are different theoretical approaches to
i understanding the relationship between the exchange

rate and stock prices. Among these ap
nt are the goods market approaches

b, efore at the @ | g
§ statistically significance negative efi€ . stock _most promine ;
ket performance. The consumer pricé index is used introduced by Dombusch and Fischer (1980) and the
In times of inflation, prices aré portfolio balance approaches discussed by Frankel

(1983). The portfolio balance approach stresses the role

determining the

la proxy for inflation.

vays unstable and rising. Incomeé is therefore devoted . i

i urposes. Savings and investment will of capital account transactions on

; relationship between the exchange rate and stock prices.
ve relationship between

ence affecting stock g
This approach postulates a positi
d exchange rates, with stock prices being

e that there

tandard error O-
verage AGDP.
ffect on

Wrket perf f emergin economies.

performance 0 ging X
T es as a hedge stock prices an @ rate

Qahe ar_gumgnt that e Ztock Thzgkzns;anl;ental idea gof the root cause of the relationship.
\ainlnSt inflation 1S 'ba:e wzn as the Fisher effect. The The results.of the study support the hypothesis of a
\ishg (1930), and Itls'l t’?O the long run inflation and the negative relgthnsrjlp petween exchangé ratei and stock
omir effect states atin 4 move ' one-to-one  With market capitalization of emerging economies and s
JNinal interest rate should MO . her inflation will  consistent with the findings of Soenen and Hennigar
%Dected inflation. This implies that higher mt the real (1988), Ajayi and Mougoue (1996) who have reported a
;Liase the nominal stock market re;urn, inSestorS are significant, negative relationship between thehexchqnge
'“ly return remains unchanged. Therefore, rate and stopk return. However, |tT cl:ontradlc}s‘t % ﬁ?:u;gs
Mo?mpensated. 16 test the effect of first  ©of Maysam! and ) r(f:oolg)\;vers eﬂ;qlee:gs?u;? imp:rteg
Yy el 3 EXCH of Table e first difference stronger domestic currency s the more competiive
sence of exchang® rate (doflar) O" T L ets. Th inputs and allows local pro ulcers o be mort apstron
Y Market performance for emerging tandard error intemationally- Yip ,(19.96) asg ?xgation and hence ig
Onship is described bY 20,017 with o GpP and exchange rate fimits wzforten ! “:2 fion 20" mariet
ﬁxg when AGDP 21 .h intefcgg?\ " expected: percelve nce Onf?r‘\/:lg;e? hand, some studies, such as
i H are zero (0)- The inverse " linear erformance: O ound no rel  tonship between

%'i(;e the interaction effect is significds "1l other artov and Boc:jnar (hange rates

’ i XC .
\\}%;“smp between AE o zero is N t ppropnate stﬁ(epgssstan " ; . 0.74 and 0.94 shotws tr;at
ato ' in model 15 te . ation in the error term or
ry variables in M of values for ex 2 ggpa is there is evidence of serial orBr?;,usch- . tost ot
i Tables | h chi-square of 36.06 means the

1y

;2% ;2;0 is not in the rangec
Mgecrtial - effect of A or 0.
%'“sssed by -0.022 with @ standard ert o average

. & tstatistic of -2-75- Therefore
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{
" Table 17 . .
L . Relationship between stock market performance and macroeconomic variables.
Asmc
AGDP Coef. std. Err. t P>|t| [95% Conf. Interval]
AMS 0.177 0.062 2.84 0.000 -1.041 0.921
ACPI 0.081 0.006 3.14 0.001 -0.91 1.318
AEXCH -0.058 0.019 -2.96 0.000 -0.10 0:034
—4 -0.075 0.028 -2.68 , 0.000 -1.018 0.269
= 41. obs per group min = 614, avg = 614. max = 614. R-squared = 0.351. Adj
ty and serial correlation (difference). ‘

Number of Groups =

R-
squared = 0.342. Newey-West estimation co

een stock market perform

614. Number of groups
rrected for heteroskedastici

ance and money supply-

! Table 18. Relationship betW
ASMC Coef. std. ErT. t P>{t] [95% Conf. Interval]
AGDP 0.644 0.241 2.67 0.003 -1.074 1.124
AMS 0.042 0.013 3.18 0.001 -0.094 0.121
AMSxAGDP 0.001 0.003 6.50 0.000 -0.081 0.084
Number of groups ~ 41, obs per group min = 614- avg = 614 max = 614. R-squared = 0.366. Adj R-squared =
estimation corrected for heteroskedastlcity and serial correlation (difference).

0.354.NeWey-West

market parformance

Table 19. RelationshiP petween stock
ASMC Coef. std. Err. t P>t
0.161 0.055 2.91 0.000
0.029 277

-0.081
-0.009

AGDP

ACPI

ACPI*AGD
Number of obs = 614. Numb
Newey-West estimation cofe

0.003

er of groups =
cted for hetero

Table 20. Relationship petween stock

and consumer price index.

41. obs per group min = 61
skedasticity and serial ¢0

market perfonnance

[95% Conf. Interval]

0.087 0.646
0.002 -0. 05 0.038
-0.341 0.199

-2.64 0.000
va = 614. Max = 614. R-squared = 0.343. Adj R-squared = 0.337.

4. A
rrelation (difference).

and exchange rate.

AGDP . . . .
AEXCH 0.117 0.042 0.000 -0.815 0.382
0.000 -0.119 0.018
AEXCHXAGD 0027 000t 1. Avg = 614 Max = 614. RS uared = 0.369 Adj
Number of Obs = 614 Obs per grouP min = 614- mber of grove -&4 ' n\cllgs;rial correlation (d'r.fferer?ce). 369 A4
R-squared = 0.358. Newey-West estimation corrected for heteroskedas city @
4 . The VIF test of 2.15; 41.94 and 4.77 for models 1 to 4 of
\": hypothesis of homoscedas! ity S rejede(:é 22: Tables 17 10 1, respectively implies that there is not
\t:‘?QUence of this is " the =© arc:‘ egtc;\esis of  enoudh evidence 10 conclude that multicollinearity is
ystics for the models are lid. The null hYP rejecte present i the models- Hence the model does not affect
Iy Skedastici 5% significal evel is IS tabilit and variance of the regression estimates. In
\ Sls as.tlmty 2 s, CP! d EXCH for Whlqh staby the relationshiP petween macroeconomic
l?“lts 3 with 3 .ALL, M 47 to 21 respectively explain Ta‘?li s (AMS CP! AEXCH) and ASMC aré
o > are shown in bles fations | stock variables ting for both het oskedasticity an
?]Q";eae"" 33.6 and 294% Of-the VaThe est mated GSt?bIIShed ?{-gﬁnﬁii ; ewey-West technique
A st- performance respectvel g estimators f the serial coFreﬁ Ion el are significan nd the signs are as
?‘rresslon parameters remain u.nb a;tsf o fimated odels variables I Z asult onfim there is enoug
?gt;";?r?;di"g true values: |eaVl2_ ¢ estimate nd the ec%ic,:ge' o conclude that there a linear relationshiP
e for establishind P evi
dictind values:

[} QIS
can be used for Pré
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b
Y21, Unit root test of residuals DOLS
: LLC Test | IPS Test Hadri Test
bode) y NT T | NT T NT T
l'gdel 2 : 0.0000(4.014) 0.0103(3.224) 0.0000(4. 654) 0.0000(3.472) 0.3371(0.609) 0.2551(0.714)
"°de| 3 ’ 0.0000(-3.705) 0.0000(-4.1 06) 0.0000(~4.322) 0.0000(~4.428) 0.2441(0.354) 0.2374(0.735)
hdel 4 | 0.0000(4.31 5) 0,0005(2.971 ) 0.0000(3.722) 0.0001(4.807) 0.2417(0.315) 0.2064(0.452)
~2 0.0000(-3.903) 0.0000(-4.044) 0.0000(-4.153) 0'0000('37472) 0.1092(1.421) 0.1333(0.941)
ce and the p —values displayed with their corresponding t- statistic in parenthesis.

gy
s are tested at 5% level of significan

By

: ?h?" the selected macroeconomic variables and SMC

is relationships are expressed by AGDP (0.177),
d

)
'a:i (0.081), ACPI (0.058) an AEXCH (0.075) with
~OCiated Newey-West standard errors o! U - 0.006;
9 and 0.028, ctively assuming all other
hab'es in the model are constant in the caseé of each.
i idence to conclude that these
. Ables are significant with the right signs at 5%
Nificant level. The DW test of 1.97 implies that we fail
. eject the null hypothesis that errors aré serially
:" elated at 5% significance level. Breusch-Pagan tgst
}'chi'SQUare of 0.438 fail to reject the null hypothesiS.
® results from the unit root tests f LLC, IPS and Hadri

o
Nelude that residuals from Newey-West regresswn are
in the table. This implies tha

ionary as shown . _ the
l%e""tey-West regression is nota spurious .regressmp.

h Table 18, the AGDP, and their interaction on
% effect ASMC in emerging markets aré examined. Tr!e
kar relationship petween the variable of interest MS is
pressed by 0.042 with Newey-West standard error of

113 assuming that AGDP and the interaction 0
ince the value does not fall

"4 AGDP are constant. Si
iihin the range of values for AG he fact that
i i makes the

:e interaction effect the
Yerpretation of AMS tricky. To resol'
Yermine the partial effect of AMS given averaogéa‘I
this coefficient is described 01 elds
S given

[

“:wey'West standar .

tatistic of 3.47. That IS 1% increase in A S o
# Srage AGDP yields of 0.061 9 increase in | .ining
Rblished that AGDP complement in expia that
\2lion in ASMC. Th " 0.366 implies tha
i'eum°de| explains 36.6% .
Yy Sch-Pagan test of 2
%astft‘ﬁteroskedasticity is Iy
+Sthat f it is a problem It} .
?-():he predicted valués- test serial
g 150 failed to reject the Y/
' e?ft.'°"- Wald chi-squaré of

o ' .0.081

'q‘lrhhe eﬁecte;afcs;;t on AS C. is gxpr?:esgd y
.‘“u ?1 t-statistic of 2.91 This implies o
g © conclude
', "Ship between A

L)
- Myari !
. Variaples in the MmO

with

del aré co

. es by 0.081. It is also
t interaction effect has negative effect on

ASMC. The partial effect of ACPI given average AGDP is

expressed by -0.249 with Newey-West standard error of

0.080 which yields a t-statistic of 3.11. Breusch-Pagan
test the null

hypothesis that the error variances areé all
equal versus the alternative that the error variances are a
multiplicative function of one or moré variables. A small
chi-square 0.297 implies that heteroskedasticity is
probably nota

problem or at least that if itis @ problem it
is not a multiplicative function of the predicted values.
DW of 1.92 also implies the er

rors are not serially
correlated. Wald chi-square of 77.9 supports that the
model fit the data and tha

t the model is able to explain
34.3% of the variations in ASMC.

Table 20 examines AGDP, AEXCH and their interaction
on the effect of ASMC. The linear relationship between
the variable of interest AEXCH is expressed by -0.117
with Newey-West standard error of 0.042 assuming that
GDP and the interaction of AEXCH and AGDP are
constant. Since the value does not fall within the range of

values for GDP and also the fact that the interaction
interpretation of AEXCH

the partial effect of
is determined given GDP and this
described by -0.51 with Newey-West
standard error of 0.170 which yields t-statistic of 2.99.
That is 1% increase in AEXCH given average GDP yields
0.51% decrease in ASMC. The negative coefficient of the
interaction variable implies that AGDP does not
t the AEXCH of the effect on ASMC. The

model explains

omplemen
L d of 0.369 implies that the
C. Wald chi-square of 69.5

increases by 1 9% ASMC reduc

established tha

R-square
36.9% of the variations AS
confirms that the model fit the data set. Brc_ausch-Pagan
test of @ small chi-square © 0.138 implies that
heteroskedasticity is probably not a'problen). DW test of
serial correlation 0 2.14 also fail to reject the r]ull

othesis of no serial correlation, making the regression
result efficient and consistent.
COnclusion

mies over 2

emergingd stock econo
1 ; S discovered that gross

Y, exchangé

i ample of 4
Using @ S pto hot1, it wa

iod 1996
gg;esﬂc product, money suppl

rate in dollars
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SldcOns C
umer price index are the important determinants

151°0k

bs 'gffket development. Several policy implications
b"ﬂulatin awn from this study. The government, in
4 g monetary policy, must be aware of the fact

th

’“eas: s.t°°k market responds more favorably to an
‘ in the money supply. Leaders in emerging
of the fact that stock

Nom;
‘ sﬂ:les must also be conscious
%nsiend to increase when the leaders implements
onary policy to increase GDP and also depreciate

roange rates.

'niﬂ? the study, it can be observed that there ex_ists a

th ant relationship between macroeconomic variables

ey e stock market performance. This relationship can

I be positive or negative depending on which
The study

ier:?le is being put under consideration. ]
> ore recommends the macroeconomic

% fonment is very impo ould be closely
Nitored to ensure stability- Emerging economies with

'~le macroeconomic environment enjoy increased

Wity at the stock market an inc
ormance is an indicator to

y
Mormance. Stock market perf
should be

*foreign investors on the stability of the S
Crefore recommended that good measures |
ties which

lb tin place to promote the stock market activi

Um increases the stock market pé nce. _
{ was established that financial intermedlary (policy
%), stock market liquidity, exchang® rate in dollars and
stabilization variable (consumer price change) are the
‘ortant determinants of stock market d_evelcpment,
file money supply does not prove to be srgmﬁ_cant. In
found that financial intermediaries and

Wition, it was i .
tck markets aré complements rather than substitutes In
welopment process. In order to promote stock market
elopment in emerging economies, it is important to
hrove  stock market liquidity, efficiently control
“thange rate, develop financial intermediaries and then

Mtrol inflation.

The salient conclusions drawn from this study suggest
K strong macroeconomic variables aré 'lmportant for
\e stock market development in eme_rglng country’s
Jrkets, To reverse the persistent anemic

! formance trend

Y . .
xMestic and external policy nr:\aintenance

wificant emphases On
iffec i accountability,
woveness, rule of law,
dto stabilize the macroeco
owledge base O L arkets in

U;O"ing upon the kn

e"¥ important for perfor™® e empirical results aré
Y ding economies: Although e s h wor
yWing, they warrant urther andYs e ook marke
!iv;ms to be done 10 petter understan

Y SPment. mplications
?,hese findings also have importa:ttg ! ycro conom!
w Merging economies r latlto acroeconomic

hab

[}

) les, P nagemen

N rudent ma velo ment
bles can facilitate Sto° market d€ P

Rational management of macroeconomic - variables
ensures greater confidence in the stability of the
economy as macroeconomic  volatility magnifies the
asymmetric information problem. First, macroeconomic
variables such as consumer price index, exchange rate in
dollars, money supply and GDP all play important role in
determining the market performance. Therefore, policy

makers have to maintain reasonable fiscal and monetary
crease the demand for credit to the

disciptine in order to in

private sector, and subsequently influence the stock

market development.
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L
bhend .
&dlcators of stock market performance 1996 to 2011.
“mi Total Value Stock Market Capltalization  TUrmowr Number of listed AGDP
mnﬁna Traded (% of AGDP) (% of AGDP) ratio (%) companies per capita $
dadesh 3.75 30.10 23.36 135 4285.75
hia 3.77 5.47 54.44 216 377.21
Hs"lan 0.11 14.26 0.97 27 1020.64
i a 0.88 23.03 5.38 16 4981.22
g 19.67 38.61 53.21 464 4582.71
g 2.08 13.03 13.13 402 3437.66
"y 12.06 95.18 12.66 252 6669.80
‘;,st;"h'a 2.65 25.02 9.93 117 3295.39
% Rica 067 9.72 5.29 17 4683.95
th Republic 12.64 23.77 53.42 265 11852.47
Nador 0.38 7.16 5.20 47 2903.80
Tint 12.29 34.88 27.11 690 1158.47
Yng 045 15.37 3.29 26 486.02
tngary 15.57 20.22 66.30 46 9372.58
Yy 44.04 47.66 103.11 4845 641.97
Ynesia 11.72 26.66 47.89 294 1195.98
Maica 3.88 117.63 3.14 39 4178.91
Ydan 39.69 109.20 29.04 169 2135.87
g 1.58 23.49 5.68 55 528.17
Yaysi 68.64 162.95 39.58 748 4919.38
1a .
biico 8.52 27.38 32.97 168 7468.29
o 7.98 38.12 17.58 60 1796.14
o 173 14.40 8.53 189 684.49
Yoot 31.50 19.38 167.50 683 631.11
e 0.55 24.84 2.75 22 4573.13
inama 0.42 3.37 517 54 1558.13
iraguay 3.58 31.72 16.37 225 2706.04
Ny ' 51.51 23.53 219 1123.98
Wippines 12.26 19'12 61.71 238 7199.95
Yand 8.11 ' 21.14 2963 4280.12
tmania 1.45 10'7?, 84.02 87 13402.12
udi Arabia 73.95 651 ;_:3 40.82 346 10871.28
“wak Republic 2.18 10,63 24.27 65 16522.56
;Wenia 2.65 : 05 32.81 534 4990.85
th Africa 60.32 173. 16.10 227 1103.19
1 Lanka 2.81 17.92 8448 424 2401.98
Rl 4410 57.64 12.61 39 2859.05
“Wigiq 1 6 8 13.11 135.91 260 6320.72
N 32.11 23.95 i 13 5460.68
h ; 0.74 14.66 74 5462.98
‘Qn vay 0.02 8.57 : 3 70 592.08
»%2uela 1.69 84.05 11.0
9.40
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\TRODUCTION
i e stock market performance
Yani and Ngassam (2008) examine the links between finding s?)gﬁively it aconomic  pe ormance. For
\nstitutional factors and stock market performance in a g’e;?;encep o o Yartey (2008)
;:fnme of eight Asian countres with developing =0 |w§2 oetablished thatconfidence in I ents is enhanced
Mature stock markets- These aré enough 10 conciu o e improve nt in property right. It is believed that a
rule of 18w an country with strongd institutional structures leads to
fficiency and productivity. An improvement
i gross domestic

u’lat
iy &conomic growth, technology ,
hqlt'itrlcal stabiity affect capita] tmalr keat ‘;irfqt ?ﬁ:ﬁéﬁﬂ:‘é institutional el Y Cleads o higher
i . . . 've . N . R . . uali $
;”Dpc:pﬁtt':,u;l%gpg‘;;ilgﬁ r;;;gta |instiytutional qualityf lst a'I: mm:;lj(t;ttlztlona vehich / oes more O ey for mvestrlpen_:i
Yo i rm of stos ‘os Wi - cjitutional quality have more liqui
gral “hancing the P¢ o Gountries with strord institutic ! ]
;?arkets ifla: cc?tjnt?y hence institutional quality matters for otock markets: These articles g:lev;ﬁd ﬂ\:zry elilfteﬂcet
%k market performance. Adjasi and Biekpe (2006) literature  © emergingd econom
jasi
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tock market performance of

Finstitutional quality on S

brging economies, using @ panel data. _
) his study outlines the main determinants of capltgl
irket performance r economy. This
tudl/ contribute i e by confirming the eyidgnce
M the relationshiP pbetw f institutional
qLIa|ity such as efficiency of the government, the
Viieal climate, te \evel of corruption and the regulatory
!"‘hority and perforrnance of stock markets.

‘nerging economies
ndix 1, stock market

 we can observe from Appe
ble variability

srformance indicators exhibit a considera
i to the stock market

tross countries,
The top ten countries in terms of

wpitalization ratio.
Pean stock market capitalization for the period under
wiew are South Africa, Malaysia, ica, Jordan,

Wie, Zimbabwe: Saudi Arabia, Thailand.
t:'fﬂ in that order. The countries with lowes ark
pap'talization are Ecuador, Slovak Republic, Bangla eo ,
araguay and least Uruguay. As We = tea
erfket performance in s of total V@ ue
ypgotage of GDP,
st position with
at'°n.from our sample-
@ with size of a count
a:ka with the largest economy ha e Sou
"‘arket capitalization th@
g L capitalization i @ :
. smaller GDP and populatio™
ee"a has a larger econom
M::uOf Nigeria in term>
N, Jre of performanc I .
Iy OrMance of “tock market® n orsf: g oed st
?;‘fke&m oo et even 1 oveionind -°“§’iL",le?s'
are mature. Y otal market capitaliza

n .
Siderable part of 1N

h

accounted by trading in few stocks. Most stocks on these
markets often have informational and disclosure
deficiencies hence weakness in the transparency ©f
transactions of these markets. For this reason Tirole
(1991) and EI-Erian and Kumar (1995) established that
share prices in emerging economies are considerably
more volatile than advance markets. In spite of this high
volatility, most corporations have penefited from stock
market in less developed economies for instance Indian
stock market.

Market liquidity
. Market Liquidity

is one the measures of stock market
is ability for investors to

the activity of the stock

e and Zervos

the economy- Zerv
.« measure IS used to gauge market liquidity.

it measures trading relative to economic

ios Pakistan, Saudi Arabia,

ey and India tum_lc_mt to t:jc-zt cou?‘:ries
i#h liqui as sho i 1. heliquiiyin ese
with ||gu1d|ty e recorded around the late 80's and the
0 were most of thesé countries have

a . H 3 . 13
en successful financial liberalization (Figure 1).
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formation of
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uality can broadly be
e and direct the
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ance and economic

Yintrigg |
’Wntrie: _;_?1 _due to institutional
. This view is also captured in Adam

M
®Wealth of Nations.

market

Smith work,

95), Acemoglu et

Ma
Ny researchers like Williamson (19
and North (1990)

{
(2001), Aron (2000), Collier (2006)
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lished that institutional factors
countries.
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, omic performance of
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(2003) and Ndulu

Al
ler (2006), World Bank (2007), IMF
by attributing the
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I performance of countries

utional factors. Subramanian
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factors explain the

i
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and Roy (2001) and
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Mauritius. To ope 2
rs we say it pertains to

Y
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la Porta, et al. (1998) al
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hancial liberaliz
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he question therefore is that
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1 ) expose investor's wealt (Khanna,
). For this reason "=

ion is more

Knack an

pment aré in

neoclassic
d to revea

conomies.
ratus prevents worst fraud. In

Id not work

hence market nee
rder to perform well.
t is the Russia experience in price
the absence of a supportive

d political apparatus.
crisis which has show
d of financial reg

ation to run ahea
hat of Latin America.

disaster, and also t
do instituti

d Keeffer

stitutional

al economics and
| the institutional
Clearly defined

in the absence of
d to be supported

Other examples
n that allowing
ulation

ons matter an

echanisms

nal control M
o La Porta et

2009;

|
Yool 08; World Bank, 2005). For this 1850,
© juded that this situal
?revalenizogr? ) g:\r/‘gloping onomies whferc orp‘cl:vreaat'e(
Ulatory institutions and poor systems ©
éemance are common f ature L have becom
W, vernments throughou e for e
yore of the importance O corporate OVeIEl ot fow
Iy Cient performance of the $ ck ken o 2 an
Arg’ corporate governance as et rat has sound
"‘sgf throughout the Wor! t (et et An
4 Utional qualities proves 5 investment and
ates ncreasin et
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n.ont market in tu
woased  transaction thus

Pitar: .
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es are becoming increasingly global,

Although economi
onal operations are still subject to the

firms with internati
ctice of national corporate governance.

principles and pra
lly seen that a firm'’s valuation does not

It has been rightfu
only depend on the profitability or the growth prospects

embedded in its business model, but also on the
effectiveness of control mechanisms, which ensure that
investors’ funds are not wasted in value decreasing
projects. Investors’ however aré encouraged to invest in
sound, orderly and transparent markets. Numerous
recent studies on transition economies have emphasized
the relevance of law, judicial efficiency and the regulatory
framework (Lombardo and Pagano, 1999; pistor, 1999,
3833) Coffee, 1999; Hooper, 2009; La. Porta et al., 1997,

Empirical evidence suggests that
of outside shareholders is associated with easier access

to external funds in the form of either equity or debt (La.
Porta et al., 1997), higher valuation of listed firms (La.
Porta et al., (2002), and lower private benefits of control
(Zingales, 1994; Nenova, 1999). Moreover, it has been
shown that the enforcement of law and regulations has
much higher explanatory power for the level of equity and
credit market development than the quality of the law on

the books (Pistor et al., 2000; Coffee, 1999).

Edison (2003) found that institutions have a statistically
economic  performance,

significant influence on
substantially increasing the level of per capita GDP.
These findings hold whether institutional quality is

indicators (such as an

better legal protection

measured broad-based
aggregate of various perceptions of public sector
r by more specific measures (for example,
plication of

governance) o _ :
f property rights protection or ap

the extent O ' .

the rule of [aw). The findings are also consis
measures of institutions. '

ase results sugges ¢ outcomes could

i stock market

ntries strengthened the

be substantially r
¢ developing cou

ther words, the results

trong and significant

tent for all

erformance i /
quality of their institutions. In ©
indicate that institutions have a S
impact on per capita G p growth.

METHODOLOGY
he stock market in our

nomic im ortance of t ket in C
fos we exan?line the stock market capitalization
The choice imes series _data for this article
s the availability of data. Data for this article aré from World
reats °0 t Indicator (WDl and Global Finance and Development
o rket capitalization ratio is defined as the value

e stock market relative to GDP.

ing that country believes
to stock market

ces on the likelihood that

there is probabilty &' iy a country Pl

“The probabllity 8 ot yield returns is @ function
country will o ultiple indicators o
ity. To

1 countries,
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Geators ‘:;\‘a:he Unobcerved underlying process. By this we get

‘aimann et we believe is closest to the unobserved factors.

Yo, We al. (1990) used a variant of this approach to combine

Beator ESaF’SSUme that each observed score for @ particular
ance t'ﬂear function of uncbserved institutional quality and a
tors, T erm, which is assumed to be uncorrelated across

%ators, The variance of each factor shows how information that

is wi I
S with respect to unobserved institutional quality.

Mitical models
J.
nzlgg Cadeleron-Rossell (1990) pehavioral structural
'ons?clj economic growth and stock market liquidity are
‘g ered the main geterminants of stock market
%om‘ance. We use market capitalization to measure
¢ market performance. I this study, we rpoqlﬁed
ad?IeFOH-Rossell model by introducing institutional
Aity. Cadeleron-Rossel (1991) revealed that
roeconomic areé important geterminants ©f stock
1 econometric model

!sirk?t performance- The generd
®d in the study is @S follows:

b= ay + 8Yiea + BM; + @Rt ¥ wEje + Eit- ™)

ation relative to GDP, a,

rket capitaliz
¢ fixed effect, and &it is

fhere ' is stock M2 :
Ythe unobserved country specific .
& white noise: is a matrix of rr]acroeconcmlc
Qriaples made UP of GDP per capita, crednt to the private
Y8ctor as @ percentag® of GDP and its square, gross

GDP, stock

lomestic investment as 3
traded as a percentage of GDP, private

harket valué

apital flow as a percentage of GDP, foreign direct
westment as @ percentage of GDP, macroeconomic
Yability (measured by current inflation d the real
Merest rate). and gross domestic savings-

Nossell (1991) also inclu ¢ the dependent
rigble as one Of the right hand side vari

hey pelieved that stock market perfo

d E are institutional qua

ggncept. P an Moy
condary school enrolment respec ively. )
1o avoid multicollinearity problems bfcong t(he?
,si,:l°W- Panel regressions e estima d toc::k S arket
k e°°"tance of nstitutional Ay ity on S
formance.
W " -
‘%"’l(;ﬁ)lﬂl(gﬁ)»ﬂ‘[,)v\h(""i)’ |"l+""] (2)
W g ity of count”y i, an
h?re P represents institution@ ?io::ﬂyqu ity for ountry
' 8 the standard error of institu
%
4 ,
Imation techniqu®
yn amic panel data

&,
t ellano and Bond (1991) used a

estimator based on Generalized Method of Moments
(GMM) which is instrumental variable estimator that
optimally exploits restrictions implied by the dynamic
panel growth model. GMM can be estimated using the
levels or the first differences of the variables. Arellano
and Bond (1991) proposed two estimators—one step and
two step estimators—with the two step being the optimal
estimator. The practice is t0 estimate using two step
estimator but base hypothesis tests on the one step

estimator’s statistics.

However, before proceeding with the GMM the
following identifying assumption is necessary. We
r serial correlation in

assume that there is no second orde
the first diffe term. The consistency of

the GMM estimator requires
satisfied. Given the construction
lagged variables the presence O

specification tests for the GMM estimator aré the Sargan
test of over identifying restrictions and the test of lack of
residual serial correlation. The Sargan test is based on
the sample analog t conditions used in the
estimation process idity of the set of
instruments and, therefore, determines the val
assumptions of predeterminacy, endogeneity, and
exogeneity- Since in this case the residuals examined aré
those of the regressions in differences, first order serial
correlation is expected by construction and thus only
second and higher order serial correlation is 8 sign of

misspeciﬁcation. o .
n the case of time-mvarlant country characterlstlcs
(fixed effects) correlating with the explanatory \{anables,
we use the first difference GMM to transform (3) into
LudYjy = A1 LndYy-1 F P LndMy + g, LndR, + PoLndEye + B 3)
in the matrix M and P,

cific variables
rical form as shown

n the spe .
general emp!

gringing i
the (3) now pecomes

below;
57y + 0LeFDle

Lty = plte s o sy + SiLoblh ¥ By1sasqeh +EslVR Ll + 00
= f 33 N N

470 ¢ 3 ﬂ;hlﬂ'/ﬁ: & findkly ('JAqun s, LnbPy + 3, LnsCEFTy H’Amﬁ&

» ‘m.if.(g

.ozﬂ.ﬂ”" sTglt -~

Expected signs are:
p1 ¢1, ¢5p @6; ¢7n 191’ aes o ‘06' 1l}lr II}Z > 0; ¢2; ¢3; ¢4 < 0
where P 2@ vector institutional quality; cc, VA RL, RQ,
ps and GEFF

ve analysis

cripti
peserP periods

- otitutional quality for
of da for institu 011
Euf%ntao lagcek we limit this paper to cover 1996 to 2
e ]
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Table 1. Descriptive statistic of explanatory variables.
Va
= riable : Obs Mean Std min Max
optrol of corruption 615 -0.184 0.644 -1.488 1.5563
Voice and accountability 615 0.0186 0.727 -1:857 1.318
Role of law 615 -0.153 0676  -1.841 1.358
Regulatory quality 615 0.070 0.685  -2210 1,645
Political stability 615 -0.357 0.873 -2.412 1.206
Government effectiveness 615 0.007 0.594  -1.516 1.278
Institutional quali index 615 -0.1 0.623 -1.579 1'248
y Source: Field survey 2011, WGl and FDI 2011. |
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Figure 2. Voice and accountability (Source: Field su

- The extremity of the institutional quality
\dicator range IS approximately .25 and 2.5 with lower
alues representative of poorer institutional quality

ores. Differences across countries in the margins ©
;;TOr associated with governance estimates are due to
oss-country differences in the number of sources N

[

Which a country appears and 0
n which each country apgears_.

Table 1)

Megision of the sources i
ugf 41 emerging economies studied, €© ntries like
S|°g“?Y: Slovenia, outh Africa, jovenia, oma:jnlﬁ,
Hu"akla Rep, Poland, anama, Malays' Jordan,
:r“gary, Czech Republic, Costa Rica Chile, _ulgana.
%aZ“ and Botswana on the average aré cIassnﬁedt as
hauntries with good institutional quality- Oon heu r?tries
wit?]d twenty five (25) of countrié wer cntedr; c:verage
gy, POOT institutional quality beca! “on the B¥ e
re negative for the countrles. foeren 2 voice
SUntries in the margin® error aSSOGIa:e oo
*nd accountability aré 2" to cross-coun ere hic
e differences in the prec sion of the SO
count rs. , . an
ieof all th;y Zgﬁgnts of institution? q;a::tyg ;/ ergmen
fo%“"fability regulatory quality 8" t for perio
g IVeNness 'had positive mean Vval is or 1 untries
%a,he’ consideration ! Other'worldcsluaolil;y in relation to
b‘esmed for this article: onnSttlr::ﬂ:\r/‘ arag The element 0

8
+ B areas were stron

rvey (2011), WGl and FD

quality with the highest standard deviation is
here exists high correlation for each of
nce indicators for the entire period as a
whole, and similarly for each individual period. The cC

e RL indicator have the highest

indicator the R '
correla gst indicators for all periods.

tion amon

institutiona|
political stability. T

Voice and accountability

e and accountabil' /
t king process.

o rnment an
vt in gove .
’cl;’ltt:g(ra: sa; different type uch as ral, ac_:lministratlve,
olitical, man gerial, rket, legal constl_tuency, and
professio al accountabll y (Ja_bbn: ?nd w1v§d|, 19§9).
To enha ce the quali of this indicator, civil liberties,
olitical rights should be not onl rop_erly a
systematl ally secured, ut also sigmﬁcantly |mpriove
Media should be ble t publlsh or b dcast stor! e:-:l |o
their choice without fear of ensorsh ; rtn)t_nlr!tes i
higher scores of WG voice and ounta uz ha
es of positiV 2.5 while those in lower score )
sccér r negative 5 Figu 2 shows the mean valué (o
:jr?e 3arious countries sampled for this article. .Fromal:r:gtl.::
2 slightly about 50% of erging nor:l‘xl:s smepout
ve good voice and accouqtablllty Slove e with
s the count with g d voice coun
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Figure 4. Government effective

audi Arabia recorded as the country with worse voice
lity. For African countries in the sampled

;“d accountabi

outh Africa, Botswana and Gh

i, a )
vice and accountability index. na came out with good

Do yegs .
olitical stability and absence of violence (PV)

his indi
°°|i?i é’a’;j;(‘;ai)qr_ addresses those factors which undermine
“Sional ability such as conflicts of ethnic, religious, an
Moanix t’_‘atUFE,_ violent actions by underground political
ooy ations, violent social confl ublic
fraCt, By, . A'SO included are assessments o
i Ctionalization of the political spectrum and the power of
ethnic or

o8 .
& factions, fractionalization py languag®
wer of theseé factions an

f!e" ;

’ggliou,s groups and the PO _
Qnﬂ.ct“’e measures required fo retain power: Societal
Mict involving demons strikes,

1) |
5
b ENce gre also consi

B ot
%itim‘"tary coup risk. Mal i
o sCal terrorism, politica assassination: e
I conflict, and st@ of emergenc martia
re also maj - of this indicato
ajor determinants :
pomal Conﬂijct jike political violence and it mfll:encae
K Q?Vemance is assessed in this meas e agdh?;:::?sk
" . s
.?th:t.measure is also employed 10 assesrd  vestment
D Incumbent government and tO inwa o ment’s
hSMment stability 1S {red for the 900l o
Yto carry out its declared prograft= .

ness.( Source: WDI & FDI 2011)

stay in office. Ethnic tensions com
; ; 1€ ponent measures th
degree of tension within a country attri v
_ ribut: i
national, or language divisions. i s
shows that 34% of emerging economies
bility index with 66%

Figure
have good political sta
d. Slovenia and

sampled

having bad political stability recor
Botswana are the two emerging economies with the
highest recorded of good political stability and Pakistan
Golombia and Nigeria had the worst record for political
stability respectively- Ghana and South Africa also had
pad political stability record.

ffectiveness (GE)

asures the quality of public

Government e
implem entation, and

Government effectiveness me
services and policy formulation and
thus indicates the credibility of the govemment's
i his covers government

ality of the supply of ublic goods and
i authorities. This

s there is low quality of
ed tape.

pureaucracy or r
ith low personnel quality,
government

deteriorates
as a result of

reduces the economic growth.
decisions aré

institutlonal rigid
the pureaucracy
.an investors can o about
that 46% of emerging
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Fi
gure 5. Regulatory quality (Source

. WDI and FDI, 2011).

-1

-2
Figure 6. Role of law (Source: wbDl and FDI 2011)

r this article have positive

%tonomies sampled fo
s. Chile and Malaysia have the

f_OVernment effectiveness.
ighest positive value with Zimbabwe and Nigeria having

he highest absolute negative value

Regulatory quality (RQ)

Th

e . . .

ﬁelpacr.;egulatory quality indicator of WGI defines the

&°Und’y for government to formulate and i t

Mivag policies and regulations that '
e sector development. it covers t

Usi

-é’r\ess start-up formalities
.erence between governmen
d market prices: the

LU
aris and self-controlle
et entry for new firms, and the competition reg
r among pusinesses-
rural region

a
wangements between ©
articularly, the
ocal pusinesseés:

ulation

V .

rgsllop'"g countries P
- Jations on local financial services: :

Al agricultural produc® market ma determine 1
,’eguty of this indicator @s well. Other factors affecting
I"S"ato"y quality indicators also include financial
f°fe|;t; tions' transparency: jic sector contracts opz?hte?

N bi . cotectionism asures :
N ders, 20, p:?tn psidies to spec_lﬂc
f the emerging

56% O
good reguiatery
ech Republic,
identiﬂed as

" Untriesv and

Q%nstrie.s- As portray€ in Figure 2

Ql‘aliom'es countries 5@

%")vty.a"d 44% bad- chile, Hurgary
®nia, poland and Botswana were

respectively. On
Bangladesh and

d regulatory quality.

d regulatory quali
nd Zimbabwe, Venezuelg

countries with goo
the other ha

Nigeria were tagged with ba

Rule of law (RL)

different interpretation given to rule of law due to
This paper we aré using

ssion as impartial

rial without undue

jaw. These aré

There
the ethical nature

delay, €d of all before the
fundamental of rule of law (IBA, 2009).
However, in Asian traditional and cultural contexts, they
d governance as rule by leaders who aré

Chu et al. (2008) indicated that

penevolen

throughout E

Hong Kong have societies t
und state. On the

governmen )
ime, losses an costs

hiles the res |
depicted in Figure 6. Once again
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Figure 8. Institutional quality (Source: WDI and FDI 2011).
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Table
\Z.Resu't from OLS estimation.
Jariabl
Market liquiity e Sue Sme SMe SMC smc____SMC
Cfedit to pri 0.805*** 0.828"** 0.824*** 0.815*** 0.822*** -
Cre dit pr!Vate sector 0.496*** 0.568*"* 0.591** 0.496™* y " 0.805 0.827***
SQUaret: private sector . . . . 05" 0496 056"
Consumer pri -0.001 -0.005 0004+  -0.007*  -0.003 .0.002*  -0.005"
Second:r; F;"ze index -0.0904* o098t  -0.08gr  -0.09" 0086  -0.094* 0097
oop chool enrolment 0.148* 0.112* 0.098*  0.148%  0092° oA7™ 04127
vestmont 4.181** 3.062* s081* 3381 2814 4482 3112
sttt . 1.981 2.981 2.31 1.981 2.081 1.981 2.001
o utional quality 4.601" - - - . . '
ontrol of corruption - 265.15" - - - ] )
R°'°9 and accountability - - 17.49* - - - ]
ule of law - - - 30.61 ke . . -
EQQUIatory quality - - - . 2,667 . ]
olitical stability - - - - - 5.882" -
§°Vemment effectiveness - - - - - - 12.37"
ec
an d%’;‘l‘:;yai%hggx::‘fa'f;w 0.109" 0.289" o0.189*  0.112* o488  o0.188*  0.18%
N 615 615 615 615 615 615 615
Sigma_u 0.786 0.801 0.802 0.876 0.831 0.772 0.786
Sigma_e 0.000 0.000 0.000 0.000 0.000 0.000 0.000
M/ - - - - - -
%nsideration all elements of institutional quality. The hypothesis of 9, =0, Bz = 0. Using the mean value of
Esults showt mzrketl liquidi?)/, égigit( to private Ssvfi:gr institutional quality we compute £2E. Because secondary
banking sector evelopment), economic growtn), . )
jecondary school enrolment and institutionel q_uali.ty are ts,.f:tog Iﬁ/‘r:rggczr:tézempeoaiﬁ:’ :ﬁgr::sg?;csegézﬂz'a:; r:;qa;;sl
indicating @  enrolment increase  stock market capitalization of
mies by 0.506 standard deviations from
n. This finding is

Jl significant and the signs positive,
‘ercentage point increase in these variables will bring
bout an improvement in stock market rmance.
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v:?rse relationship
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Table 3. Result from FE.

Smc SMC SMC sMC sMc SMC SMC
0.801*** 0.788*** 0.808*** 0.902*** 0.881*** 0.803*** 0.801**
0.408*  0.533"" 0.408** 0.413"* 0.406* 0.408" 0.348"
-0.005* -0.001* -0.004* -0.041* -0.017* -0.003* -0.004*
-0.0193 00396  -0.0102 -0.031 -0.119 -0.0101 .0.0193
0.547** 0.322* 0.441** 0.422* 0.547* 0.417* 0.523*
5.043* 1.062* 5.043" 3.062" 5.043" 5.043" 5.043*
1.981 0.784 1.981* 0.784 1.981 1.981 1.981
0.801* - - - - - -
- 0.720** - - - - -
- - 0.767*** - - - -
. - - 0.278 - - -
. . . - 0.284 - .
_ . - - - 0.298** -
i . - - - - 1.138*
0.115* 0.229* 0.176* 0.443" 0.308** 0.437* 0.437*
615 615 615 615 615 615 615
36.13 28.21 34.01 35.66 28.95 36.13 36.63
17.24 14.75 16.54 13.75 17.65 17.65
0.715 0.616 0.805 0.634

logjive effect betweern contro : o
harket performance of emerging economies. The ability . . ry sof
¥ the judiciary to enforce contractual rights of respect to the dimensions of institutional
! impinges on the likelinood of managerial because of influence of institutional quality on
hareholders pind . 3
ixpropriation and ultimately the profitability of firms. A school enrolment. The result ShOWS.eXphCIt!yt
sther dimensions of institutional quality with exception © statistically significant 1N all interaction
egulatory quality aré having positive coefficients and sgcondgry _schpol_ enrolment with r.espect to
\ave an estimated coefficient that obtains statistical dimensions institutional quality shown in Table
iani i [ AIC analysis confirms that the interaction ter
Ygnificance at the 10% level as shown In Table 2 below i
Lgm e i i t otections tend to D€ included in the model. The adjusted-R
iegal system® suppor’e o o e estors aré estimates shown in column one f0 sevel
crease the amount of funds risk-avers2 oy 002) indicate the percent of systematic variations explain
liling to channel towards firms- ggarwal &t 2 he variables in the models. The F-values 11
Ing that fund managers invest less In countries with poor the dels Dl rates are Si ificant at the less
5al ronments and 10w corporate governans t level, indicatind a significant linear relat
tang %nwr-c;rr:_ is suppo d by the higher shareholder eﬁ"n thé pendent variable (SMC) and
"ty arcs- . ' petter 9 vernanc systems. it e dent variables taken together
b ms in coUnTES w[th idere b-set of independen varl different assum tions @
{ihe quality of legal institutio :;ults consistent Table 3 belowtpres«?'r;;se érgfsnwhl . is’:JS
® quali r :on structure O
"'ithquf;'tﬁ ofdgovaerl;nanc:, . °00) but ontrary gggle;saigo:ase oure 0 ixed e and
omin nbardo dMaksimOViC (1998- | with th E we explore theé relation
I\i()wguc-KL:;:t aln o author failed 0 contro! folr glottl’; predictor and outcome variables with countr
iy Owever, the '@ : ould explail ; ies has It n |
k.factors in their analysi$: hich © lit influences emerging econom of not_influence
Nation i s. If institutio quality nit  © aracteristics that may E o assume
wion in the 1857 Ciated with 7 operations: e0 - predictor “Eo Using 'ng €co
4 Saction costs associaté turn on equity wo! . within vidual emerging
i 1d be expected that the ox0es r: y 0 institution2! spmettrrlgngredictor or outcome variables
\ Pigher in countres wh! az:it:n : ts W uld enlargé 2?nstm| for this he other urt'gpiggl |
Q%:‘;? Reductif)n in t nsun. se avail |e: \';'r:: invariant ha acterirs‘t‘;?]s areol:nlq 0 relat
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que we address the endogenous

at they cannot be
causes of the pro_blem by instrumenting the lag of the dependent
variable and any other similarly endogenous variables

%i'r"dem variables.
Ia% RE we assume that the error terms are with variables thought uncorrelated with the fixed effects.
ed. The rationale behind random effects model is The first column of Table 4 is the baseline regression
tion across emerging cqntrol for variables such as; market liquidity, credit to
private sector, financial sector performance, consumer

mn”“"ke the FE model, the varia
Momies is assumed to be random and uncorrelated i )
amthe. independent variables included in the model. A pricé index, GDP, investment, secondary school
Marison of the consistent i i enrolment and institutional quality.
test, rejects The results as shown in Table 4 column one below,
shows that explanatory variables are positive and

:f""ates using the Hausman SP€
) RE estimates at p<0,05 in favor of the fixed-effects how ) _
%el. The results from random effect aré not reported in significant with the exception of credit to private sector
'l‘sarticle squared and consumer price index which tend out to be
: je 3. The negative and significance and signs as expected.
investment is insignificant but with the expected sign.
its is that percentage point

dure
?o(’f fixed-effects technique is th GMM estimation techni
investigate time-invariant

shown in Tab

he results of the FE areé as
ult LS results on economic
Mh,c orrr\lf;?:t t|‘i-‘qeui<[j)i(t);/J lea\n credit to private sector, The implication of the results
/: ocial ma et performance and increases 1N market liquidity increases stock market
- Table 2. The composite capitalizatlon by 0.792.‘The sign is as exp_ected because
rofitable investments require long run
fer not to relinquish

Sumer price indeX

oiment |
t to capital, savers pre

ndary school enr e e
l"ex o institutional quality is agalt .S'gt'.‘t'ﬁt‘.’a"t'l As ‘I’f’e i nen
: i ol of their savings for long penods. Liquid equity
of law and regulatory quaity cont se this tension by providing assets to savers

iqui time, while

thy FE i e
' technique, ™ . -
e insigni ets ea
nf[fjor?:t to be msugmﬁcant in explaining stock market gl‘:{k . ally e idated  at Sy t t
\ i ess to
e e s o sy 3 STl B T B s
o uced investment tends e as significant _ 1% ?ap'tal .that o arket value of firms. Market liquidity
arket performance as shown in column mcreasq:'% ostors’ confidence- A negative cogfﬂcient of -
boosts | edit to private sector squared i expe_cted
apital market tend to substitute

%plaining stock M
o less than 1% for the columns of Table 3 for credit
0.008 - arket and caP

ree. F test of
okay and all the explanatory .
icle for investors. That is very

:“Dlies that modc;l:lr aret ) :
ariables are ¢ eren n zero. A test for si e 2
Weteroskedasticity of a p-Va|Ue of 0.000 for the seven e.ach oth OS ﬁg:kinggsec development have nega‘hve
stimates using fixed effect rejected the null hypothesis high Jevels o stock O ket because stqck arkets
impa o ubstitute a$ financing vehlcle_s. It was

price index influence

ing economies

¥ homoskedasticity. To correct the problem
The and D27 lishe ¢ emerg
rformance _© ol of 1%. This is

T:;erct;sfkeddastfi?it)i we used robust fixed effects: A
ust fixed effect results are not different from Table >
° : ck nce lev
:hg robust fixed effect results are not shown IN this srsutggative t ::es'(?mﬁca courage long term
ticle. Lagram-Multiplier test of serial correlation fail to pecause ation ¥ apital seeks to address
Siect null hypothesi he data does cap he findings of Al
et nu ypothesis and we conclude that thé Jata financind contradiction the. "o icle
by have first-order autocorrelation. Clusterind the fixed These ’esu\l(z,-tey (20 8)as revie n this ¢ rowth has
affecfuntries did not give different results from 2011)da" hool |ment and econOﬂ;;zc?( arket
ct. conad influe
famsey RESET test using powers of the fitted values fiZniﬁca" AN incre:zge in secondely n (s;?:;:
!the dependent variable Stock Market Capitalizalio] performance. o about 383 and 3.271 chartdont levels
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N to this empirical problem N n error ter . stock . qly, inve ent W L ifican mn ! the
Melated with the fixed €° ts N o errof violates  interesiitog effect tends °2 o
y Slation between a regressor a"qsttency of 0L ous oot " the TE0C 4& tTn ar trefoe®
asSUmption necessary for the cons! from the preGM M seve ation t con
tsu? improve efficiency © ur I|tntroduce thi ysind pop*
niques discussed aP0Ve_Y'cpown in Table ™
are as S0

Wb
h"'que and the outputs

}



A
.J. Bus. Manage.

{Regyy
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GM ;
~——— M estimati
ation dependent variable (SMC)
GMM3 GMM3 GMM3 GMM3 GM
0.179*** 0.179"* 0 17::*3*

)
L
%ma
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: 64... et
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olment 0343 02727 : -0.009"
e 0.383" ' oza8 03 orae 0BT 238"
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Q - - - - - 9.022*
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0.045 0.058 0.048 0.049 0.047
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0.728 0.731
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Because secondary school enrolment is measured a
percentage, it means that a 1% percentage poinst’
increase in secondary school enrolment increase stock
market capitalization of emerging economies by 0.387
standard deviations from the mean stock market

capitalization.
To determine

enrolment on

effect of secondary school
umn two for instance we

replace the interaction variable with (CC — 0.186) =E. We
then run the regression which gives as the new
coefficient on secondary school enroiment (E), the
estimated effect at CcC=0.186, along with its standard
error. Running this new regression gives the standard
error of 2.66 as 0.07, which yields t= 7.93. Therefore at
the average e that secondary school
enrolment (E) has a statistically significant positive effect
on Stock Market Capitalization of emerging economies
The sign is as expected. The sign for education ie
positive becausé school enrolment has been on the
increase since early 1990 in most emerging
economies under study. The trend has been so because
government contribution to education for emerging
economies has been on the ascendency over the last 10
decade. Most countries have introduced free and
compulsory basic education and this have increased
enrolment in many countries.
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have positive and significance influence
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roeconomic stability variable (consumer
the other hand have negative and
market capitalization. The
be attributed to this inverse relation
umer price index and stock market
that multinational corporations are set up

after studying the macroeconomics of the host country.
Any change in the macroeconomics of a country will
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corporation to grow and thrive, the macroeconomics of
the host €O Id be stable. The host country is like
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