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Abstract 
 

The effect of single and co-infection of cowpea Vigna unguiculata L. Walp with 
2,500 juveniles of Meloidogyne javanica (Treub) Chitwood and 5gms of Fusarium 
oxysporum (Schlecht.) Synder and Hansen on growth and yield components of the crop 
was investigated. Results showed that single infection with either pathogen or simultaneous 
inoculation with both, generally reduced growth and yield components of the cowpea when 
compared to the uninoculated healthy controls. Similarly, simultaneous infection with both 
pathogens caused the highest reductions in the growth and yield parameters although, some 
of these reductions were not statistically different from the effects of single and successive 
infection of the plant. Plants with combined infection exhibited more severe symptoms that 
included wilting, foliage drooping and mild chlorosis than those infected with either of the 
pathogens alone. The severity of gall formation in mixed infection was reduced more than 
in single infection with the nematode. Co-infection in which fungus inoculation preceded 
that with the nematode by 7 days (F+n) was the most significantly reduced. The implication 
of this finding, is that mixed infection of this cowpea by these pathogens, as is frequently 
observed in our farms may in future constitute a serious threat to food security in Nigeria 
and should therefore, attract attention more than it is presently. 
 
 
Keywords: Single and coinfection, Meloidogyne javanica, Fusarium oxysporum, growth 

and yield components, cowpea. 
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Introduction 
Cowpea (Vigna unguiculata (L.) Walp) is an important and relatively cheap source of protein in 
Nigeria where it is made into a variety of local dishes (Katung et al., 1993; Alabi and Emechebe, 
2006). The cowpea’s fodder is also used for animal feed (Alabi and Emechebe, 2006). Although, 
Nigeria is the leading producer of the cowpea in the world (Katung et al., 1993; Mukhtar and Alhassan, 
2006), yields have remained low at 150 – 250kg/ha (Katung et al., 1993). 

Most of the cowpea is produced in the rural areas with 80% of it grown in Northern Nigeria 
(Katung et al., 1993; Alabi and Emechebe, 2006). Some of the major constraints to its production, 
include the attack by fungal diseases (Alabi and Emechebe, 2006) and phytoparasitic nematodes 
(Adesiyan et al., 1990). This will continue to be so, because most (if not all) of the available varieties 
have not been bred for resistance to these pests. And because fungi and nematode pathogens occur 
wherever susceptible crops are grown, cases of mixed infection by both pathogens in cowpea fields are 
high. Although, there are reports of mixed infection of the root-knot nematodes – Meloidogyne spp and 
such fungal pathogens as Pythium spp, Fusarium spp, Phytopthora spp, Rhizoctonia spp, etc (Adesiyan 
et al., 1990) in other parts of the world, there is little or no information on mixed infection of cowpea 
by both Fusarium and the root-knot nematode in Nigeria. Previous reports of pathogenicity of these 
pathogens on cowpea in Nigeria, addressed single infection by either of the pathogens (Oyekan, 1977; 
Caveness and Ogunfowora, 1985; Emechebe and Shoyinka, 1985; Adesiyan et al., 1990) and not both; 
hence the need for this study. 

This study is therefore, an attempt to evaluate the effect of single and mixed infection of 
cowpea by Meloidogyne javanica and Fusarium oxysporum both of which has frequently been 
observed on cowpea fields in Benue State, for which information is presently lacking. 
 
 
Materials and Methods 
Healthy seeds of cowpea var. MN150 obtained from Akperan Orshi College of Agriculture Yandev, a 
substation of National Cereals Research Institute (NCRI); were surface sterilized according to the 
methods of Koenning and McClure (1981) and Iheukwumere (2006) by dipping them for 5mins in 
1.05% sodium hypochlorite and rinsing for 5mins in 6 changes of sterile distilled water before sowing. 
Five seeds were sown per 18-cm – diameter plastic pots containing 2kgs of autoclaved sandy – loam 
soil (Chaudraguru and Rajarajan, 1990; Iheukwumere, 2002). Seven days after germination, seedlings 
were thinned to a stand per pot ensuring that they were all of uniform growth and vigour. 
 
Source of Nematode and its Extraction 

Galled roots of 8 week-old tomato plants (Lycopersicum esculentum Mill) on which M. javanica that 
was previously identified by perineal pattern morphology according to the method of Eisenback et al. 
(1981) was multiplied, were carefully collected and cut into fragments of 1-2cm. The cut pieces of the 
galled roots, were placed in a Pie-Pan modification of Baermann funnel according to the methods of 
Whitehead and Hemming (1965) and Iheukwumere (2006) for the extraction of juveniles of the 
nematode after 48 hours (Noe, 1986) at the laboratory room temperature of 27±2ºC. An aliquot of 1 
milliliter extract of the juveniles obtained after 48 hours, was placed in a 40ml round plastic counting 
dish (Hooper, 1990) and a few drops of water added to evenly spread the juveniles over the entire 
surface of the dish, to enhance counting. The dish was placed under a stereoscopic microscope and the 
number of juveniles therein, counted at a magnification of x40 (Iheukwumere, 2005). The suspension 
of the juveniles was diluted with water to 500 larvae per milliliter (Koenning and McClure, 1981). Five 
mls of the homogenous extract of the juveniles, was pipetted into test tubes to deliver 2,500 larvae of 
M. Javanica that were subsequently used to inoculate test plants. 
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Fungus Isolation and Culture 

The Fusarium oxysporum used for this study was isolated from a diseased tomato stem. Diseased 
tissues of the infected stem were cut into 1-2mm diameter fragments and sterilized in 0.1% mercuric 
chloride for 2 minutes. They were rinsed in three changes of sterile distilled water and thereafter plated 
out on water agar. The plates were incubated at room temperature 27±2ºC for 3 days before sub-
culturing on Potato Dextrose Agar (PDA) plates (Chiejina, 2006). The PDA plates were incubated for 
5-7 days and sub-cultured repeatedly on clean PDA plates until pure cultures of the isolate were 
obtained. At the end of the incubation period, the fungus was identified using a stereobinocular 
microscope (6-50x) based on the fungus habit characteristics (Ataga and Ota-ibe, 2006). Identification 
was made following fungal descriptions by Barnett and Hunter (1999) and Alexopoulos et al. (2002). 

Discs cut from 7-day-old cultures of the fungus with 0.5-cm-diameter sterile cork borer (Ataga 
and Ota-ibe, 2006) were repeatedly transferred onto a sterilized Whatman No. 1 filter paper placed on a 
Triple Beam Balance until 5gm weight of the fungus was obtained. The 5gm weight of the F. 
oxysporum served as the inoculum for the fungus. 
 
Inoculation of Test Plants 

Plants were not watered the day preceding that for inoculation. The 7 day-old seedlings, were 
inoculated with 2,500 juveniles of the nematode using the trench method of Iheukwumere et al. (1995). 
Seedlings were also infected with the fungus multiplied on PDA by introducing 5gm of the fungus into 
shallow holes made in the root rhizoshpere of the plants. 
 
Treatment given to the 7-day-old seedlings included: 

(i) Uninoculated control plants (C) 
(ii) Plants inoculated with 5gm of F. oxysporum only (F), 
(iii) Plants inoculated with 2,500 juveniles of nematode only (N), 
(iv) Plants simultaneously inoculated with 2,500 juveniles of the nematode and 5gm of the fungus 

(N+F), 
(v) Plants inoculated with 5gm of the fungus at 7th day after planting followed by inoculation with 

2,500 juveniles of the nematode 7 days later (F+n) and 
(vi) Plants inoculated with 2,500 nematode juveniles at 7th day after planting followed by 

inoculation with 5gm of the fungus 7 days later (N+f). 
Treatments were arranged in a completely randomized design with 5 replications per treatment 

on a cemented platform behind the Botany laboratory of Benue State University Makurdi at 28±3ºC. 
Plants were watered as was necessary and inspected for symptoms weekly. 

The experiment was terminated eight weeks after inoculation and the following growth and 
yield parameters assessed:- 

Shoot fresh and dry weights, shoot and root lengths, root fresh and dry weights, podfresh and 
dry weights. Data obtained were subjected to ANOVA and means separated by LSD at P=0.05 (Table 
1). The severity of root galling was determined by use of 0-5 scale according to the methods of 
Iheukwumere et al. (1995) and Iheukwumere (2006). The number of second stage juveniles present in 
thoroughly mixed 200ml of each pot soil, was extracted using the Pie-pan modification of Baermann 
funnel method (Whitehead and Hemming, 1965; Iheukwumere, 2006). Data obtained from gall rating 
and number of juveniles extracted, were square root transformed before being statistically analyzed 
(Table 1). 
 
 
Results 
For shoot length, no significant differences were recorded among treatments C, F, F+n and N+f but 
each of them was significantly higher than those of N and N+F (Table 1). For shoot fresh weight, no 
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significant differences were detected among treatments N, F, N+F, N+f and F+n but each of them was 
significantly lower than that for C (Table 1). The shoot dry weight data, indicated that there were no 
significant differences among C, N, F, N+f and F+n; however, each of them was significantly higher 
than N+F (Table 1). Data on root length showed that control plants had significantly longer lengths 
than all the other treatments. These other treatments did not differ significantly amongst their root 
lengths (Table 1). Root fresh weights of C, N, F and N+f did not differ significantly but were however, 
significantly higher than those of N+F and F+n (Table 1). The root dry weights of the control plants 
were significantly higher than those of other treatments. The latter, did not differ significantly among 
their root dry weights (Table 1). Pod fresh weight data followed same trend as reported for the root dry 
weight. 

For pod dry weight, there was no significant difference between treatments N and N+F each of 
which was significantly lower than the rest of the other treatments (Table 1). Data on severity of 
galling, showed that there were no significant differences among treatments N, N+f and N+F although, 
the severity of the galling decreased slightly in that order of descending magnitude. The least gall 
rating was noted in treatment F+n which was significantly lower than each of the rest (Table 1). 
 
 
Discussion 
It was observed that single or combined infection generally caused significant reductions in the growth 
and yield of this cowpea variety as compared to the uninoculated control plants. This is probably so 
because, the presence of these pathogens in the plant would certainly have impaired the physiological 
activities in the plant thereby adversely impacting on its growth and yield components. The 
physiological impairment of this cowpea, could be the result of damage to vascular tissues with the 
resultant disruption of water and nutrient uptake including the upward translocation by the root system 
(Hussey, 1985). 

Since the two pathogens attacked the roots of the plants, there is no doubt that nutrient and 
water absorption would have been disrupted to the detriment of the plant. This can also account for the 
deleterious effects of the infection on the growth and yield components so affected. The effect of the 
pathogens might also have caused a reduction in photosynthesis with the concurrent increase in 
respiration which could also be inimical to the growth of the infected plants. (Hussey, 1985; 
Iheukwumere, 2006). 

Although, there were no significant differences between the effects of single and mixed 
infections by both pathogens in the plant, inoculation in which the fungi and the nematodes were 
introduced simultaneously caused the highest reduction in most of the growth and yield components 
considered. The probable reason for this may be that, concomitant introduction of both pathogens gave 
room for intense competition for the roots and the available nutrients which consequently reduced the 
growth and development of the plants more than in single infection with either of the pathogens and in 
cases where the infection of one was made to precede the other by 7 days. The parasitory effects of 
both pathogens on the roots of the plants would no doubt have impacted more negatively on the plant 
than infection with each pathogen alone. This may be the reason why the combined infection affected 
the plant more, hence higher reduction in the growth and yield components of the crop than those by 
single infections 

The above finding, agrees with the observation of Zahid et al. (2002) who showed that 
combined inoculation of Meloidogyne spp and F. oxysporum simultaneously caused the greatest 
reduction in shoot and root lengths of clover (Trifolium repens) and their corresponding dry weights 
together with damage on the root system. The infection complex of pathogens in the cowpea elicited 
such symptoms as wilting and foliage drooping especially during high day temperatures even though 
soil moisture was adequate. Mild chlorosis was noted on the leaves of the plants with mixed infections 
which was absent on those of single infection with either pathogen. Similar symptom expression was 
also observed in multi-pathogen infection of a soybean (Nakajima and Charchar, 1996). Furthermore, 
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successive infection (i.e. N+f or F+n), where the infection with either of the pathogens was made to 
precede the other by 7 days could not exert as much damage as was the case with simultaneous 
inoculation probably because, the introduction of one pathogen into the plant first, might have elicited 
some kind of tolerance or resistance against the introduction of a subsequent one in the same plant. 

The above phenomenon is possible, because it has been established that the infection of a plant 
may confer to that plant partial or total protection from secondary infection with another pathogen 
(Mahmood et al., 1974; Husain et al., 1985; Wood, 1992; Iheukwumere et al., 2005). This may explain 
why successive infection was not as damaging as that by simultaneous infection even though their 
effects in most cases were not statistically different from that by concomitant infection. 

Apart from shoot fresh weight, root length, root dry weight and pod fresh weight which single 
or mixed infection significantly reduced in comparison with the control, the other growth and yield 
parameters were not adversely affected by the said infection. This is probably because, infection does 
not necessarily produce disease at all times in all parts of an infected plant (Matthews, 1981). 
Furthermore, growth may be evenly reduced throughout a plant or the stunting confined to specific 
parts or organs of a plant (Matthews, 1981). These may be responsible for why those growth 
parameters were not adversely affected. Furthermore, it is also possible that the respective pathogens 
induced the production of certain hormones which probably interacted in a way that caused the various 
plant organs or tissues to respond differently to the infection (Hussey, 1985). For instance, it is known 
that the disruption of the regulatory processes of growth hormones by infection, influences the growth 
and yield components of the plant so affected (Wallace, 1987). In addition, the parasitism of infected 
plant roots by soil-borne pathogens causes water stress that induces physiological responses that can 
lead to the partitioning of carbohydrates among plant organs, reduction of photosynthesis and 
decreased efficiency of carbon fixation (Wilcox-Lee and Loria, 1987), thus leading to different 
physiological effects on the physiological processes that are associated with the various organs and 
tissues of this plant. This phenomenon was similarly observed in a soybean that was infected with the 
same pathogens (Iheukwumere and Okpeh, unpublished). 

Of the gall indices, F+n was the most significantly reduced, may be because the introduction of 
the fungi first, enabled it to establish and destroy the roots thereby reducing the amount of roots that 
should have been available for nematode growth and development (Muktar and Khan, 1989). It is also 
possible that the fungus released some nematotoxic antimetabolites that could have hampered 
nematode development (Morgan-Jones et al., 1984). In addition, it is also an established fact that F. 
oxysporum is known to parasitize the eggs and females of the root-knot nematode including the host 
giant cells that are necessary for nematode development (Koenning and McClure, 1981; Morgan-Jones 
et al., 1984). 

The foregoing phenomena, may not be the case when both were simultaneously introduced 
(N+F) or when the nematode was introduced before fungus (N+f) in which cases the fungus would not 
have the competitive advantage as was the case in F+n since there probably won’t be time for it to 
establish sufficiently enough, to interfere with the nematode development. This might, account for why 
there was no significant difference between the gall index of N+f and N+F treatments. Although, there 
was no significant difference between N+F and N+f gall indices, the gall index of N+F was reduced 
more than that of N+f. This could be the result of some antagonism by the fungus against the nematode 
in the course of competing for nutrients in the plant. This is likely to be so because, when the nematode 
was introduced some days (7 days) before that of fungus (N+f), the gall index was slightly higher (than 
that of N+F); apparently showing that the nematode had some time to adjust and establish infection 
before the introduction of the fungus. In addition, reduction in gall index was highest in F+n treatments 
as earlier observed. These phenomenon have similarly been demonstrated in mixed infection involving 
a root-knot nematode and different viruses in other plant hosts by other workers (Koenning and 
McClure, 1981; Alam et al., 1990) and in soybean that was mix infected with M. javanica and F. 
oxysporum (Iheukwumere and Okpeh, unpublished). 

The number of juveniles extracted, followed same trend as reported for the gall indices and may 
also be due to the reasons adduced for the observations made on the gall indices. 
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The gall index for N was the highest apparently because there was no competition with any 
organism and as such, the nematode had all the necessary space and nutrients to its self for growth and 
development, hence it has the highest gall rating. 

The fact that single infection of this cowpea by the fungus or the nematode, can lead to growth 
and yield reductions of this crop and worse still when both infect simultaneously, stresses the need for 
preventing infection by both pathogens in the field. This will no doubt, aid the attainment of food 
sufficiency particularly, plant protein nutrition in this country. Furthermore, more research should be 
geared towards evaluating multi-infection of our crops rather than dwelling on mono-infection studies 
as is presently the case. This is essentially because, in the field, the crops are open to a number of 
biotic factors that can adversely affect their productivity as has been demonstrated in this study. 
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Abstract 
 

Objectives: Study was conducted to determine the mechanism of antiproliferative activity 
of gamma-tocotrienol in signal transduction of isoprenoid pathway and Ras protein 
expression in HepG2 cell line. 
Design and Methods: HepG2 and WRL-68 were cultured and exposed with different 
concentration of GTT to determine the IC50 and their antiproliferative effect by using MTS 
assay. The GTT uptake was determined by HPLC. The effect of prenylated side chain of 
GTT was determined by co-incubation of GTT with farnesol and assayed by using BrdU. 
The Ras protein expression was analyzed using Western blotting. 
Results: Results showed that the IC50 GTT for HepG2 was 170 µM and WRL-68 was 500 
µM within 48 h and its uptake was 12 µM and 40 µM respectively. Co-incubation of GTT 
with trans, trans-farnesol increases cell proliferation and Ras protein expression. While 
treatment of GTT or farnesol alone reduce cell proliferation and Ras protein expression. 
Conclusions: GTT was toxic against HepG2 at a lower concentration. Its antiproliferative 
activity against HepG2 might be due to the action of its prenylated side chain that induce 
the conversion of FPP to farnesol and downregulates HMGCoA reductase activity. 
Reducation of FPP might reduced Ras protein prenylation. 
 
 
Keywords: Isoprenoid pathway, farnesol, γ-tocotrienols, Ras protein 
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Introduction 
Cell proliferation, differentiation and survival are regulated by a number of extracellular hormones, 
growth factors and cytokines in complex organisms. These molecules served as ligand for cellular 
receptors and communicate with the nucleus of cell through a network of intracellular signaling 
pathway (1). Post-translational addition of isoprenoid lipids via a process termed prenylation is an 
important event for the biological activity of many proteins that play critical roles in signal 
transduction and cell growth regulation. Recent observations established a direct connection between 
the isoprenoid pathway and Ras-induced transformation. In fact, it has been demonstrated that farnesol, 
an isoprenoid-derived metabolite, is required for the modification that leads to the activation of the Ras 
oncogene product, p21ras. The linkage of a farnesyl group to p21ras , catalyzed by the 
farnesyltransferase (FPtase), initiates a set of additional post-translational modifications, that promote 
the anchorage of the Ras protein to the cell membrane, thus leading to the functional activation of this 
oncogene-encoded protein. Ras proteins are generally considered as molecular switches in signal 
transduction pathways leading to cell proliferation. Dysregulated cell signaling and proliferation may 
occur in cancer cells through over expression or mutation of proto-oncogenes such as Ras, which 
functioning as a molecular switches in a large network of signaling mainly in differentiation and 
proliferation of cells. The involvement of Ras in uncontrolled growth is fundamental, since an 
increased expression of normal or mutated Ras, has been found in about 30% of all human cancers 
making this G protein an important target for the development of anti-cancer drugs. 

Cell culture studies indicate clearly that tocotrienols influence cholesterol synthesis by directly 
regulating expression of 3-hydroxy-3-methylglutaryl-coenzyme A reductase (HMG CoA reductase), 
principally through a postransciptional process involving accelerated degradation of the reductase 
protein (2). The notion of tocotrienol being an effective as chemopreventive agent has also been 
enhanced due to its anti-tumor property. A number of studies have shown growth inhibition of tumor 
cell lines and was more pronounced when exposed to GTT. The effect of tocotrienols on cell 
proliferation represent a potentially important physiological role in the prevention of cancer. The 
precise mechanism for the antiproliferative property of tocotrienols is uncertain, but may lie in its 
prenylated side chain involved in the production of isoprenoid intermediates (farnesol) from the 
mevalonate biosynthetic pathway (3). These intermediates are thought to be involved in the prenylation 
of several signal transduction proteins including Ras protein, essential for normal cell growth (4). 
 
 
Materials and Methods 
Materials 

Cell hepatoma HepG2 and WRL-68 were purchased from American Type Culture Collection (ATCC), 
USA; γ-tocotrienol (GTT) was supplied by Malaysian Palm Oil Board (MPOB); Fetal Calf Serum 
(FCS) purchased from PAA Austria; trans, trans-farnesol was from Sigma Chemical USA; CellTiter 
96® AQueous One Solution Cell Proliferation MTS assay was from Promega, Winconsin USA; BrdU 
Cell Proliferation ELISA kit was from Roche Diagnostic, Mannheim, Germany; Monoclonal Ras 
(Clone Ras 10) antibody (from mouse) was from Chemicon Int. USA; Horseradish Peroxidase linked 
secondary antibody from mouse and polyvinylidine difluoride (PVDF) membrane were from 
Amersham and Enhanced Chemiluminescent Detection (ECL) was from Perkin Elmer, USA. 
 
Cell Culture 

Stock solutions of GTT (0.5 M) were freshly prepared in 100% ethanol and preserved at -20ºC for not 
more than 1 month. Immediately before use, 0.5 M GTT was prepared from the stock solution by 
adding fetal calf serum (FCS) and incubated for an overnight (37ºC). Then culture medium and 100% 
ethanol were added to give the final concentration of 750 µM. HepG2 and WRL-68 cell line were 
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grown in Eagle minimum essential medium (EMEM) supplemented with 10% FCS in 75 cm2 flask. 
Upon reaching confluency, cells were trypsinized, centrifuged and were counted by using a 
haemocytometer. The cell suspension was adjusted to a concentration of 2 x 106 cell/ml for BrdU Cell 
Proliferation assay and Western Blot Analysis. The cell cultures were divided into four groups; control, 
cell treated with GTT in the presence of farnesol, GTT without farnesol and farnesol alone. The cell 
cultures were treated with GTT and farnesol at IC50 value of 170µM and 4 µM respectively. Untreated 
control contains only cell in EMEM and 10% FCS (CCM). 
 
Cell Viability Assay 

Cell viability studies were performed by using MTS assay. Serial dilutions of GTT were made (10, 
100, 300, 500 and 750 µM) in 50% ethanol. Trans, trans-farnesol was freshly prepared from stock and 
a serial dilution was also made (2, 5, 10, 20, 30 and 35 µM) by diluting with 0.1 % methanol. Briefly 
cells were cultured in 96 well plates and incubated for 24 hours at 37ºC in 5 % CO2 incubator. Then, 
the cultures were treated with a serial dilution of GTT and farnesol. After incubation for another 48 
hours, cells were centrifuged to replace the media and MTS was added. Cells were incubated for a 
further 4 hours. Absorbance was measured at 490 nm. The percentage viability was calculated by 
comparing the absorbance of cells treated with GTT to the untreated control cells (corresponding to 
100% viable cells). 
 
Extraction and HPLC Analysis 

GTT uptake was determined by using High Performance Liquid Chromatography (HPLC) analysis. 
HPLC analysis was carried out as a modification of Meydani et. al. (5). Prior to GTT extraction treated 
and untreated cells HepG2 and WRL-68 (2x106 cells/well) were collected and counted. Then 100µL 
ice cold PBS and 50 µL butylated hydroxytoluene (BHT) (50 mg/ml) were added and incubated for 10 
min at room temperature. Then, 500µL ice cold 95% ethanol was added and vortexed for 1 min, 
continued by sonication for 40 sec to deproteinized cells. Thereafter, 500µL ice cold HPLC hexane 
added and the lysate were vortex for 1min, centrifuged at 3000 g for 7 min. After second spin, 450 µL 
of the top supernatant layer were collected and dried using Heto vacum at 4ºC for 40 min. The residue 
was kept in -20ºC before run HPLC analysis. 
 
Cell Proliferation 

Cell proliferation was done using BrdU Cell Proliferation kit according to the manufacturer’s protocol. 
Cell cultures were set up in 96-well flat bottom plates at 2 × 106 cells/well in 100 µL media plus 
treatments and incubated 24 hours in 5% CO2 at 37°C. At the end of the treatment time, cell 
proliferation rate was measured based on the measurement of BrdU incorporation during DNA 
synthesis. Briefly, BrdU labeling solution (10 µL/well) was added and incubated for 2 hours at 37ºC. 
Thereafter, FixDenat (200 µL/well) was added and incubated for 30 min at room temperature. 
Subsequently, anti-BrdU-POD (peroxidase-conjugated anti-BrdU antibody) solution (100 µL/well) was 
added for 90 min at room temperature. At the end of the assay, 100 µL peroxidase substrate (5-bromo-
2′-deoxyuridine labeling) was filled into each well. After 5 min of incubation at room temperature, the 
reaction was stopped with 25 µL 1 M H2SO4 and absorbance of the samples was assessed. Results were 
expressed as mean absorbance of the samples in an ELISA plate reader at 450 nm with a reference 
wavelength of 690 nm. 
 
Western Blot Analysis 

Cell cultures were grown in 96-well flat bottom plates at 2 × 106 cells/well in 100 µL CCM plus 
treatments and incubated for 24 hours in 5% CO2 at 37°C. The cells were washed and scraped into 
PBS, spin 600 rpm for 10 min. The pellet was washed again with PBS cold, incubated for 10 min and 
transfer to eppendorf tube and spin at maximum speed (13,200rpm) for 10 s. The isolated membrane 
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fraction (pellet) was put in ice container (4ºC) to prevent denaturation. To extract the protein 200µl 
lysis buffer (5.26 µl Aprotinin, 10 µl PMSF, 0.1 µl Na3VO4, 4 µl Leupeptin, 10 µl EDTA, 1 µl DTT 
and 969.64 µl RIPA buffer) added to each tube and incubated for 30 min (ice). Spin again at max speed 
(13,200 rpm) for 30 min in cold room. The protein concentration (50 µg) from the supernatant was 
measured using Bradford assay. Aliquots of protein (50 µg) were subjected to electrophoresis on 12% 
SDS-PAGE, transferred onto polyvinylidine difluoride (PVDF) membrane at 140 V and 2 h RT to 
immunoblotted with specific antibodies. Ras antibody from Chemicon diluted 1:1000. Horseradish 
Peroxidase linked secondary antibody were obtained from Chemicon Int. The Ras protein was detected 
by ECL detection system. Western blot analysis of Ras protein were analysed using total lab software. 
Result are presented as mean values ± standard error (S.E) for 3-4 separate experiments each assayed 
in triplicate. 
 
Statistical Analysis 

Statistical data analyses were performed using t-test for independent samples parametric data 
distribution and considered significant when p<0.05. Data analysis was performed using SPSS 12.0. 
 
 
Result 
Effects of GTT on Cell Viability 

As shown in Figure 1, GTT was added in various concentrations (10-750 µM) to the culture medium 
for 48 hours decreased cell proliferation. It showed the effect of GTT on antiproliferative activity of 
cancer cell HepG2 at IC50 of 170 µM compared to normal cell, WRL-68 at 500 µM. As a consequence, 
concentrations of 170 µM of GTT were used in the following experiments. 
 
Figure 1: HepG2 and WRL-68 viability with GTT treatment. Cells were treated with increasing doses of GTT 

(ranging from 0-750 µM). Results are expressed as the percentage of viable cells for each dose of 
GTT. Results represent the mean and SEM of triplicate samples. (*) is significant compared to 
control (p<0.05). 
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GTT uptake 

The amount of GTT uptake was represents in Figure 2. The amount of GTT uptake was increased 
depends with the dose given to the cells. The uptake was dose dependent manner. At IC50 GTT of 
HepG2, the GTT uptake was 12 µM while at IC50 GTT of WRL-68 the GTT uptake was 40 µM. 
 
Figure 2: GTT uptake by HepG2 and WRL-68. Results represent the mean and SEM of triplicate samples. (*) 

is significant compared to control (p<0.05). 
 

 
Protein Prenylation 

As depicted in Figure 3, treatment either farnesol or GTT suppressed the growth of HepG2 cells as 
compared to control and WRL-68 treated with GTT (p<0.05). The combination treatment of GTT and 
farnesol reverse the antiproliferative effect of GTT. No changes of cell proliferation were observed in 
WRL-68 treated with the combination of GTT and farnesol as compared to control or WRL-68 treated 
with GTT. 
 
Figure 3: GTT effect on protein prenylation. Cells HepG2 and WRL-68 were treated with GTT and co-

incubation with farnesol. Results are expressed as the percentage of viable cells. Results represent 
the mean and SEM of triplicate samples. (a) is significant compared to control (b) is significant 
compared to WRL-68 treated with GTT (p<0.05). 
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Ras protein Expression 

Treatment of HepG2 cells with either GTT or farnesol decreased significantly Ras protein expression 
as compared to control and WRL-68 treated with GTT (p<0.05) (Fig 4). Ras protein expression was 
increased after co-incubation of GTT with farnesol as compared to HepG2 treated with GTT or 
farnesol. Treatment of GTT or farnesol or combination of both to WRL-68 showed no changes in Ras 
protein expression compared to control. 
 
Figure 4: Ras protein expression in cancer cell HepG2 and WRL-68. Ras protein expression was measured by 

quantitative Western blotting. Results represent the mean and SEM of triplicate samples. (a) is 
significant compared to control (b) is significant compared to WRL-68 treated with GTT (c) is 
significant compared to WRL-68 treated with farnesol (p<0.05). 

 

 
 
Discussion 
Vitamin E is the most important lipid-soluble antioxidant. Antioxidant activity of tocotrienol is higher 
than tocopherol. It might be caused by the rapid penetration of tocotrienol through skin and efficiently 
combat oxidative stress and also cholesterol-lowering effect by down-regulating HMG CoA reductase 
activity (6). 

The purpose of the study was to examine the effects of GTT on viability and cell proliferation 
of HepG2 and WRL-68 at the relevant physiological GTT concentrations. As shown in Figure 1, GTT 
was effectively inhibits cell viability at IC50 of 170 µM for hepatoma cell, HepG2 and 500 µM for 
normal cell, WRL-68. At lower concentration, GTT give toxic effect to HepG2 cells but did not exhibit 
cytotoxic effect on normal cell. GTT also decreased the proliferation rate of HepG2 as compared to 
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WRL-68. GTT was showed the antiproliferative effect against the cancer cells. These results are 
consistent with the study by Packer et al. (6) who showed that tocotrienol inhibited the proliferation of 
human breast cancer cell line and also suppressed the growth of murine B16 melanomas in vitro and in 
vivo. GTT uptake by the cells was measured and it was dose dependent manner. At IC50 170 µM, the 
uptake of GTT was 12µM while for IC50 WRL-68 were 40µM. It showed that the GTT was taken up 
by the cells and it was toxic at low dose to cancer cells compared to normal cells. 

It was suggested by Theriault et al. (7) that the antiproliferative effect of GTT against HepG2 
might be through its prenylated side chain. Its prenylated side chain might induced farnesyl 
pyrophosphate pyrophosphatase (FPPase) that catalyze the change of farnesyl with the concomitant 
increase cellular farnesol. In several in vitro studies, farnesol is an isoprenoid from mevalonate 
pathway, has also shown an antiproliferative effects in cultured tumor cells (2). While GTT in the 
presence of farnesol, reverse its inhibitory effect on cell proliferation. This effect was more pronounce 
in HepG2 than WRL-68. This result was supported by Theriault et al. (4) who reported that α-
tocotrienol in the presence of farnesol can reverse the inhibitory effect of α-tocotrienol on monocyte 
adhesion in human umbilical vein endothelial cells (HUVECS). It might be due to the inhibition of 
enzyme FPPase by farnesol or reversible reaction occurs which it will cause the formation of FPP. FPP 
is the intermediate product in mevalonate pathway. It will undergo other reaction termed protein 
prenylation. FPP play as important role as substrate for protein prenylation reactions (8). 

Protein prenylation is a post-translational event that regulates G proteins such as Ras and Rho 
by modifying its structure with farnesyl (7). Ras protein is implicated in the signal transduction of 
growth factors. It is the important protein in signaling and proliferation. Prenylation prevention 
precludes membrane attachments and abolishes the malignant transforming ability of oncogenic Ras. 
Thus, inhibition of Ras protein prenylation represents an important strategy for the treatment of cancer 
(9). To determine the relationship between effect and the regulatory significance in signal transduction, 
we evaluate the Ras protein expression in cancer and normal cell by Western blotting method. Figure 5 
shows comparison of Ras protein expression from HepG2 and WRL68 cell treated with either farnesol 
or GTT and the combination of both. Results showed a significant decreased of Ras protein expression 
in HepG2 treated with either GTT or farnesol as compared to control and WRL-68 treated either GTT 
or farnesol. Further analysis showed that no significant decreased in normal cell WRL-68 treated either 
GTT or farnesol or combination of both as compared to its control. It suggested that antiproliferative 
effect of GTT might be through its prenylated side chain, which increased the farnesol levels. Farnesol 
will inhibit HMG CoA reductase activity. Then FPP formation is reduced and Ras protein expression 
also reduced 
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Abstract 
 

La présente étude vise à déterminer les teneurs des résidus de pesticides dans les 
légumes destinés à la consommation humaine. Ainsi, 450 échantillons dont 90 échantillons 
de carottes, 90 de tomates, 120 d’aubergines, 60 de concombres et 45 de choux, ont été 
collectés auprès des maraîchers des régions de Buyo, Grand-lahou et Yamoussoukro. Les 
résultats d’analyses menées par différentes méthodes chromatographiques ont relevé la 
présence de nombreux résidus de pesticides (13 insecticides, 5 fongicides). Ces pesticides 
appartiennent aux familles d’Organochlorés (Endosulfane, Dieldrine, Lindane), 
d’organophosphorés (Diazinon, Profenofos, Phorate, Parathionethyl, Triazophos, 
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Chlorpyriphos), de carbamates (Diméthoate, Dithiocarbamate, Manèbe, Carbaryl, 
Mancozèbe), de pyrethroïdes (Cypermethrine). Au total 55% des légumes analysés sont 
contaminés. Les résultats ont mis en évidence des teneurs maximales généralement bien au-
delà de la norme en vigueur de quatre à six résidus de pesticides en moyenne par 
échantillon. Il ressort également que les légumes ne concentrent ni ne sont tous contaminés 
de la même manière. Les légumes-feuilles et les légumes-racines sont les plus contaminés 
avec plus de 60% des échantillons. Les légumes pourraient donc constituer des vecteurs 
alimentaires de pesticides non négligeables étant donné leur fréquence de consommation. 
 
 
Keywords: Environment, residues of pesticides, market products, contamination, health. 

 
1.  Introduction 
L’agriculture ivoirienne, grande consommatrice de produits phytosanitaires est souvent désignée 
comme principale responsable dans les problématiques de santé et d’environnement. La mauvaise ou la 
sur utilisation des pesticides dues à la méconnaissance technique ou à la négligence ont souvent 
engendré la contamination des différents compartiments environnementaux avec pour conséquence la 
présence de résidus de pesticides dans les denrées alimentaires (Traoré et al., 2003). Ainsi, ces produits 
potentiellement dangereux entrent en contact avec l’homme ; et les dangers engendrés par l’exposition 
à ces résidus ne sont pas tous connus mais on soupçonne des effets neurologiques, tératogènes, 
clastogènes pour certaines substances (Pardo et Maranon, 1997; Krauthacker et al., 2001 ; Sheridan et 
Meola, 1999; Traoré et al., 2002). Aussi la production des denrées alimentaires de qualité représente – t 
– elle un enjeu majeur de santé publique : la consommation de certains aliments, en prévention de 
différentes maladies et cancers est conseillée alors que, paradoxalement, ces mêmes aliments peuvent 
être des vecteurs alimentaires de pesticides non négligeables étant donné la fréquence de 
consommation. Il importe donc de connaître l’état de contamination des denrées alimentaires pour 
mieux appréhender le risque qu’engendre l’exposition de la population aux pesticides. 

L’objectif de cette étude consiste en l'identification des résidus de pesticides, en la 
détermination de leur concentration dans ces denrées alimentaires destinées à la consommation 
humaine. 
 
 
2.  Matériel et Méthodes 
 
Notre activité s’est donc concentrée sur les aliments les plus consommés par la population des zones 
d’étude. Il s’est agit des tomates (Lycopersicon esculentum P.Mill), des aubergines (Solanum 
integrifolium), des concombres (Momordica Charantia L.), des carottes (Daucus carota)] et des choux 
(Brassica oleracea L.). 

Les analyses ont porté sur 405 échantillons de légumes dont 60 échantillons de tomates, 60 
d’aubergines, 30 de concombres, 20 de carottes et de choux, tous prélevés en accord avec la directive 
du Codex Alimentarius 1993, auprès des maraîchers des régions de Buyo, Grand-Lahou et 
Yamoussoukro. Ces échantillons ont été analysés à la recherche de 22 résidus de différents pesticides 
(insecticides et fongicides) en utilisant des méthodes d’analyse de pesticides normalisées à l’échelon 
européen et nord américain : norme EN 12393-1 à 3:1998-10, norme EN 12396-2:1998-10 et norme 
DFG-S19 (Codex Alimentarius, décembre 2005 ; DFG, 1992). 

Une prise de 50 grammes prélevée dans un broyat homogène de chaque légume est mixée avec 
100 ml de 0,02 N HCL/MeOH (80 :20) pendant 5 min, le mélange obtenu est centrifugé à 4000 tours 
pendant 15 min puis filtré sous vide sur un filtre en fibre de verre. 
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Un aliquote (20 ml) de cette solution est ramené à pH 7,5 avec de la soude diluée et est passé 
sur une colonne Extrelut-20 de marques Merck. Après 20 min d’adsorption, l’élution est avec 100 ml 
d’un mélange d’hexane et de dichlorométhane dans les proportion 4/5 :1/5. L’éluât est évaporé à sec au 
rotavapor à une température de 45°C. 

Les résidus sont finalement récupérés avec du méthanol (2 ml). Vingt microlitres de cette 
solution méthanoïque sont injectés dans le chromatographe liquide haute performance (LCHP). Les 
résidus issus d’un deuxième aliquote (20 ml) traité selon le même mode opératoire sont cette fois-ci, 
récupérés avec 4 mL d’hexane et trois microlitres sont injectés dans le chromatographe à gaz (CG). 

L’identification et la quantification ont été faite par chromatographie en phase gazeuse utilisant 
une détection par ECD « Electron Capture detector » ou NPD « nitrogen phosphorus detector ». Le 
détecteur à capture d'électrons 63Ni (ECD) a été utilisé pour la détection des résidus organochlorés, 
pyréthroïdes. La colonne capillaire (SPBTM608): 30 m x 0,32mm i.d.et 0,25 µm d’épaisseur de film. 
Température 90°C à 210/250°C en programme ; gaz vecteur:azote haute pureté (99,9%) à 2 bars ; 
injecteur en mode splitless à 220°C ; détecteur à 300°C. Les pics identifiés ont été confirmés avec une 
autre colonne de phase et de polarité différente (PTETM5 ou SPBTM1) 

Le détecteur azote phosphore (NPD) a été utilisé pour la détection des résidus de pesticides 
organophosphorés et les carbamates. La colonne capillaire (PTETM5): 30 m x 0,32mm i.d.et 0,25 µm 
d’épaisseur de film ; Température 80°C à 200/230/250°C en programme ; un gaz vecteur : azote haute 
pureté (99,9%) à 1ml/min ; un injecteur à 200°C et un détecteur à 300°C. le confirmation a été faite 
avec une colonne capillaire (HPTM1): 30 m x 0,32mm i.d.et 0,25 µm d’épaisseur de film. 

Pour les résidus de la famille des imidazoles et benzimidazoles, nous avons utilisé un 
chromatographe Liquide à Haute Performance (LCHP), couplé d’un détecteur UV à longueur d’onde 
variable. La colonne de séparation est une colonne Interchim de type Kromasil C18 250 x 4,6 mm (5 
µm) munie d'une pré-colonne contenant la même phase. Le débit est de 1 mL.min-1 et l'éluant 
composé d'un mélange eau-méthanol (V/V) variable en fonction de la molécule recherchée. Le volume 
injecté est de 20 µl. 

La limite de détection est de 0,001 mg/kg pour les organochlorés et de 0,01 à 0,05 mg/kg pour 
les organophosphorés, les carbamates, les pyréthroides et fongicides étudiés. Les standarts utilisés dont 
la pureté des résidus varie entre 97,6 et 99,9%, sont fournis par Fluka-Riedel De Häens, Sigma Aldrich 
et par le Dr Ehretorfer. La validité ainsi que la productivité de la méthode ont été vérifiées par l’analyse 
d’étalons certifiés provenant du même fournisseur. 

Le pourcentage de récupération des insecticides de type organochloré, lors d’essais (n = 3), par 
cette procédure d’extraction varie de 70 à 120 %.La limite de quantification était de 0,01 mg/kg pour la 
plupart des pesticides analysés. Pour chaque série d’échantillons, une solution témoin (blanc) préparée 
avec de l’eau ultra-pure et un échantillon de contrôle de la qualité (matériau de référence, duplicata) 
sont introduits et traités de la même façon que les échantillons. 
 
 
3.  Résultats et Discussions 
3.1. Résultats 

Il s’agit des résultats d’analyse des échantillons de produits maraîchers étudiés à savoir la carotte (90 
échantillons), la tomate (90), le chou (45), l’aubergine (120) et le concombre (60) : Soit un total de 405 
échantillons de légumes frais. 
 
3.1.1. Contamination d’une légume-racine : la carotte 
Les échantillons de carottes présentent sept principaux résidus de pesticides qui sont par ordre 
décroissant de concentration mesurée en µg/Kg (Figure 1): le Diméthoate (64,81), l’Endosulfane 
(35,70), le Manèbe (34,16), le Parathion-éthyl (33,12), le Lindane (32,31), le Carbaryl (16,48) et le 
Profenophos (3,15). Les Organochlorés sont les plus présents avec le Lindane et l’endosulfane avec 
respectivement une fréquence de 67% et 22%, suivis par les Carbamates (carbaryl 31 %, Diméthoate 
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25 % et manèbe 7%) et enfin les Organophosphorés (Parathionethyl 27% et Profenofos 43%). Ces 
résultats (Figure 2) font ressortir deux types d'anomalies : présence des organochlorés (Lindane, 
endosulfane, etc.) qui ne sont pas autorisés sur les plantes racines et des dépassements de la LMR 
occasionnés par l'utilisation du Parathion éthyle et du Diméthoate. 
 
Figure 1: Résidus de pesticides détectés dans les échantillons de carottes - residues of pesticides detected in 

the samples of carrots 
 

 
Figure 2: Fréquence de détections et de dépassement de normes dans les échantillons de carottes - frequency 

of detections and overtaking of norms in the samples of carrots 
 

 
3.1.2 Contamination des légumes-fruits : la tomate, l’aubergine et le concombre 
L’analyse des légumes-fruits que sont la tomate, l’aubergine et le concombre indique en plus des 
familles de pesticides identifiées dans la carotte, celles des Benzimidazoles, des Pyréthrinoïdes. Les 
Organophosphorés et les Carbamates sont les plus utilisés sur les cultures maraîchères (figure 3). Les 
plus grandes proportions sont trouvées dans les échantillons d’aubergines. 
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Figure 3: Concentrations moyennes des familles de pesticides présentes dans les échantillons d’aubergines, 
tomates et concombres- Middle concentrations of the present pesticide families in the samples of 
eggplants, tomatoes and cucumbers 

 

 
Au total 15 molécules différentes de pesticides ont été identifiées dans l’ensemble des légumes-

fruits (figure 4). Certaines sont communes à tous les légumes, d’autres par contre semblent être 
spécifiques à certains légumes. C’est le cas du Diazinon et du Chlorothalonil uniquement détectés dans 
les échantillons de concombre d’une part, et d’autre part le Thiabendazole, le Triazophos, le 
Mancozèbe, le Fénitrothion et le Phorate identifiées dans les échantillons d’aubergines. 

Les aubergines présentent une contamination plus accentuée en nombre de résidus détectés 12 
que les deux autres : sept pour le concombre et six pour la tomate. Les résidus identifiés dans les 
aubergines ont en général les niveaux les plus élevés avec des maxima de 650,22 µg/kg pour le 
Diméthoate, 522,21 µg/kg pour le Fénitrothion et 227,54 µg/kg pour le Parathionethyl. 

Les concentrations maximales identifiées respectivement dans la tomate et le concombre sont 
de 125,32µg/kg pour le chlorpyrifos et de 300,21 µg/kg pour le Chlorothalonil. 

Les infractions détectées sont soit la présence de pesticides interdits dans les légumes, soit des 
dépassements des normes. Ces « anomalies » sont présentées sur la figure 5. 
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Figure 4: Concentrations moyennes des résidus de pesticides dans les différents produits maraîchers 
(concombres, tomates, aubergine) étudiés- Middle concentrations of the residues of pesticides in the 
different market products (cucumbers, tomatoes, eggplant) studied 

 

 
Dans les aubergines on note la présence d’insecticides Organochlorés interdits (l’Endosulfane 

et la Dieldrine) et le dépassement d’autres composés comme : 
• Les insecticides : le Diméthoate (plus de quatre fois au-dessus de la limite de tolérance de 

0,05mg/kg), le Triazophos, le Parathionethyl, le Phorate et le Profenofos; 
• les fongicides utilisés après récolte comme le Thiabendazole; 
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Figure 5: Infractions dans les échantillons d’aubergines, tomates et concombres – Infractions in the samples 
of eggplants, tomatoes and cucumbers. 

 

 
Pour les tomates, les principaux dépassements de la LMR pour certains échantillons sont dus au 

Diméthoate, au Chlorpyrifos et à l’Endosulfane. Les moyennes de contamination sont respectivement 
de 0,639 ppm et de 0,125 ppm. 

Au niveau du concombre, le Dithiocarbamate et le Chlorotalonil présentent les concentrations 
moyennes les plus élevées en résidus de pesticides. Soient respectivement 0,300mg/kg et 0,255 mg/kg. 
Mais Certains échantillons on des concentrations qui dépassent la LMR ; c’est le cas du Diméthoate, 
l’Endosulfane, le Profenofos et le Dithiocarbamate. On y détecte également des organochlorés : 
endosulfane et dieldrine. 
 
3.1.3. Contamination d’une légume-feuille : le choux 
La figure 6 présente les quatre principaux résidus détectés dans les échantillons de choux : 
l’Endosulfane, le Dithiocarbamate, le Diazinon et le Profenofos. 

La présence de l’Endosulfane constitue la seule infraction car aucun cas de dépassement de la 
LMR n’a été constaté. Toutefois la concentration cumulée de tous les pesticides mesurés peut être très 
élevée. 
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Figure 6: fréquence de détections et de dépassement de normes dans les échantillons de choux – frequency of 
detections and overtaking of norms in the samples of cabbages 

 

 
Par exemple, nous avons pu mesurer dans un échantillon moyen les résidus suivants : 

l’Endosulfane (0,014 mg/kg), le Dithiocarbamate (0,253 mg/kg), le Diazinon (0,341 mg/kg) et le 
Profenofos (0,013 mg/kg). La somme de tous ces résidus arrive à un total de 0,621 mg/kg de résidus 
mais cet échantillon doit être considéré comme conforme. 
 
3.2. Discussion 

La côte d’Ivoire est située dans la zone intertropicale où les conditions climatiques sont très favorables 
à la pullulation des ravageurs et maladies des plantes cultivées (Chegaray, Le Cornec, 1982). Les 
cultures des légumes se font dans les marais ou dans les bas-fonds. Elles sont de ce fait soumises à une 
plus forte pression parasitaire (Declert, 1990 ; Reckhaus, 1997). et la lutte antiparasitaire est donc 
presque systématique sur les périmètres maraîchers échantillonnés. 

En conséquence, sur 405 échantillons de légumes prélevés dans ces différentes zones d’études, 
il a été trouvé des résidus de pesticides dans 55% des échantillons, même s'ils étaient en majorité au-
dessous des LMR. Il ressort également que les légumes-feuilles et les légumes-racines sont les plus 
contaminés avec plus de 60% des échantillons (figure 7) pour chaque type de légume. 
 
Figure 7: Répartition des résidus de pesticides dans les échantillons de légumes - Distribution of the residues 

of pesticides in the samples of vegetables 
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Le problème de contamination devient encore plus crucial en ce sens que les paysans sont en 
majorité analphabètes ; ils ne respectent pas les doses recommandées et utilisent parfois des produits 
inappropriés voir interdits sur les légumes (N’Da, 2001 ; .Traoré et al., 2002). Soit par manque de 
formation, d’informations et/ou de sensibilisation (Barberis et al, 1994 ; Minagra, 1997). Trois 
mauvaises utilisations de pesticides ont été identifiées : l'application d'une quantité plus importante de 
pesticides que celle recommandée, l'application trop proche de la date de récolte et l'application d’un 
pesticide sur une culture pour laquelle il n'est pas approuvé. 

Aussi assiste-t on à la présence d’une diversité des résidus trouvés à des concentrations parfois 
très élevées sur les légumes. Au total, ce n’est pas moins de 18 substances différentes qui ont pu être 
identifiées sur les échantillons analysés. Les teneurs maximales mesurées sont généralement bien au-
delà de la norme en vigueur ; et de surcroît une moyenne de quatre à six résidus de pesticides différents 
par échantillon (avec dans des cas extrêmes, jusqu’à 13 résidus) a pu être observée. 

La présence des résidus de pesticides interdits dans les légumes concerne une quantité non 
négligeable de légumes contaminées : 10% des échantillons contaminés contiennent de la Dieldrine, 
27% du Lindane et 49% de l’Endosulfane. La résurgence de l’Endosulfane et du lindane tous deux 
jadis interdits, sur le marché ivoiriens des pesticides, serait liée au fait que l’Endosulfane a été 
réintroduit de façon exceptionnelle ces dernières années au niveau de la culture du cotonnier pour venir 
à bout de Helicoverpa armigera qui a développé une résistance aux insecticides habituellement utilisés 
(Declert, 1990 ; Cheyda, 1991) alors que le lindane serait autorisés pour le traitement des sols et des 
semences. 

La contamination des légumes par ces polluants interdits peuvent provenir également d’une 
utilisation frauduleuse (Aboua, 1996), elle peut être aussi le fait de ruissellements d’eau consécutif aux 
pluies entraînant les polluants d’autres zones traités vers les bas-fonds de culture (Kaba, 1987 ; Aboua, 
1996 ;Bah et al, 1999). Ces polluants finissent par s’accumuler dans les sols (Ramade, 1992) et sont 
absorbés par les végétaux. Ceci montre que les plantes participent à la dissipation des pesticides dans 
l’environnement. Dissipation qui procède d’un transfert biologique des pesticides du sol ou de la 
surface de la plante vers l’intérieur de la plante (Fernandez et al., 1998). Elles correspondent aux 
phénomènes d’absorption et d’exsudation des pesticides par les plantes elles mêmes à travers les 
feuilles, les tiges ou les racines (CAPCO,2004). En effet lors de l’application foliaire, les produits sont 
retenus sur les feuilles, c’est le cas des Aryolacides (2,4 D, dichlorprophos) qui sont absorbés par le 
feuillage, puis véhiculés dans la sève des plantes. Les produits lipophiles comme les Organochlorés 
(Kylin et al., 1996)  pénètrent les cuticules des feuilles et demeurent difficilement mobilisables même 
en cas de pluie. Les pesticides systémiques (Urées substituées, Triazoles, Triazines…) quant à eux 
pénètrent par la racine et sont également véhiculées par la sève. 

Ces pesticides présents dans la plante vont ainsi se repartir dans toutes les parties comestibles 
de la plante (feuilles, fruits et tubercules). Mais cette contamination des légumes varie selon le type de 
légumes comme l’atteste le tableau 1 : dans tous les légumes analysés, le taux de d’échantillons avec 
résidus est en moyenne de 60% à l’exception des tomates (29%). 
 
Table 1: Bilan des analyses, distribution des échantillons positifs (avec résidus) - Balance of the analyses, 

positive sample distribution (with residues) 
 

Légumes Nombres d'échantillons sans résidus avec résidus 
concombres 90 36 (40%) 54 (60%) 
carottes 60 23 (38,3%) 37 (61,6%) 
aubergines 120 43 (35,8%) 77 (64,1%) 
tomates 90 64 (71,1%) 26 (28,8%) 
choux 45 16 (35,5%) 29 (64,4%) 

 
Nous retiendrons que les légumes ne sont pas toutes contaminées de la même manière ; tout 

d’abord l’apport de produits agrochimiques (en qualité et en quantité) est différent suivants les cultures 
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considérées, ensuite les légumes ne concentrent pas les résidus toxiques de la même manière (existence 
de végétaux « concentrateurs »). 

Le tableau 2 qui présente les substances les plus fréquemment retrouvées, précise la 
concentration maximale mesurée, le nombre d’échantillons positifs, la famille et l’action de pesticides 
(Insecticides (I), Fongicides (F)). 
 
Table 2: Natures et concentrations maximales des pesticides identifiés dans les légumes- Natures and 

maximal concentrations of the pesticides identified in the vegetables 
 

Pesticides Action famille % positif Teneur Max (mg/kg) Norme (mg/kg) 
Carbaryl I Carb 28 0,025 0,05 
Chlorothalonil F OC 4 0,724 0.01 
Chlorpyriphos I OP 65 0,057 0,05 
Cypermethrine I Pyré 28 0,019 0,05 
Diazinon I OP 17 0,521 0.02 
Dieldrine I OC 22 0,105 0,01 
Diméthoate I Carb 124 1,521 0,02 
Dithiocarbamate F Carb 56 0,871 2 
Endosulfan I OC 110 0,347 0,05 
Fénitrothion I OP 6 0,988 0,01 
Lindane I OC 60 0,055 0,01 
Mancozèbe F Carb 26 0,056 2 
Manèbe F carb 7 0,043 0,2 
Parathionethyl I OP 64 1,27 0,02 
Phorate I OP 26 0,385 0,05 
Profenofos I OP 115 0,082 0,05 
Thiabendazole F Bz 13 0,036 0,05 
Triazophos I OP 49 0,075 0.02 

Action: I: insecticides ; F: fongicides, 
Familles: OC: organochloré ; OP: organophosphoré ; Carb : carbamate ; Pyré : pyréthroïde ; Bz : benzimidazole 
 

La quasi-totalité de ces produits sont des insecticides (13 matières actives) et le reste 
correspond aux fongicides (cinq matières actives). Les premiers ont pour but d’éliminer les insectes 
nuisibles et les seconds de limiter les principales maladies des légumes. Ces pesticides utilisés se 
regroupent au sein de Cinq grandes familles : les Organochlorés (OC), les Organophosphorés (OP), les 
Carbamates (Carb), les Pyréthroïdes (Pyré) et les Benzimidazoles (Bz). Les pesticides autorisés sur les 
légumes appartiennent aux trois dernières familles. Cependant les Organochlorés interdits d’utilisation 
dans les produits agricoles sont encore omniprésents sur les espaces maraîchers. Ces usages 
inappropriés des pesticides dans la lutte antiparasitaire sur les légumes sont à l’origine d’une 
bioaccumulation au sein des organes des végétaux (FAO, 1995 ; Fleischer et al., 1998). La 
consommation des produits issus de ces plantes peut provoquer à long terme une toxicité chronique 
chez les consommateurs (Eric, 1994). 
 
 
4.  Conclusion 
L’utilisation des pesticides dans les zones d’étude génère des résidus dans les légumes. La 
contamination des légumes apparaît plus diversifiée et complexe. Elle met en jeu de nombreux 
pesticides dont la nature et les quantités varient suivant les légumes. L’étude a permis d’identifier 
quantitativement et qualitativement les pesticides les plus impliqués dans l’exposition des populations 
considérées via consommation des légumes. Au regard de la dangerosité et des quantités trouvées de 
résidus de pesticides on peut conclure à l’existence probable d’un risque pesticide lié à la 
consommation des légumes. Il existe ainsi des légumes plus « à risque » soit parce qu’elles sont plus 
contaminées, soit parce qu’elles sont plus concentrateurs des toxiques. 
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Le choix des produits phytosanitaires combiné à des pratiques inadaptées (traitement 
systématique, dosage inapproprié, fréquence des traitements, matériels non adaptés), sont autant de 
facteur qui contribuent à favoriser la contamination des légumes. On est donc dans une situation où les 
contraintes de productivité agricole priment souvent au détriment de la qualité des produits. 

Cette étude met aussi en évidence la responsabilité, et l’obligation aux termes de la législation 
ivoirienne qu’ont les structures d’encadrement de mieux contrôler la présence de résidus de pesticides 
de manière à donner aux consommateurs les plus grandes garanties concernant la sécurité des produits 
alimentaires. 
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Abstract 
 

In this study we make a detailed analysis of the Miller integrator in dynamic mode. 
Indeed, we respectively treat the behaviour of the integrator in the case of low and high 
frequencies. Thus, the exact formulas of the dynamic errors for the small and the great 
intervals of time are determined in the case of symmetrical trapezoidal input signal. By 
using the Duhamel integral we determine the dynamic errors for each interval of time. 

The theoretical relations obtained are used to implement a precision analogue 
converter covering a frequency range of HzHz 2000020 ÷ . The found results give an exact 
estimate of the errors which accompany the miller integrator converter. This study is 
theoretical, but with a practical orientation. Indeed, the determined formulas are extended 
to evaluate the metrological parameters of the Miller integrator. The obtained results give 
an optimal and qualitative solution. 
 
 
Keywords: Miller Integrator frequencies behaviours, ideal integrator, real integrator, 

static errors, transient mode, dynamic errors, metrological parameters 
estimation . 

 
1.  Introduction 
The measurement of non-sinusoidal signals in dynamic mode is an operation which cannot be carried 
out by measuring apparatus such as voltmeters of RMS, average or maximum value. Generally, we use 
visual measuring apparatus, like the oscilloscopes. Unfortunately the error is 3% to 5% [1]. We make 
recourse to the modern techniques of simulation by software or analytical studies [1,3,9,10]. 

Indeed, the analytical studies are preferable especially if the formulas obtained make it possible 
to evaluate the parameters of the system and to have a best solution. 

If we study the measuring apparatus in non sinusoidal dynamic mode, the best way of 
conceiving them is to make an experimental study in order to obtain qualitative solution. 

In this study we are interested in the behaviour of the Miller integrator in dynamic mode. This 
analysis makes it possible to determine the errors which accompany the integrator operation. 

It is pointed out that the Miller integrator constitutes a converter which is largely used in the 
field of the electronics. That’s why a detailed study analysis operation of this last is necessary. 

Thus we look for the exact formulas and we evaluate the dynamic errors in the field of low and 
high frequencies in the case of an ideal and real operation. 
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The study will be made using the Duhamel integral [2,4,5,17]. Indeed, we apply a symmetrical 
rectangular signal, then we seek the theoretical relations to design a precision electronic converter. 
 
 
2.  Basic Principle of Miller integrator 
The most used electronic design of Miller integrator is that represented by the figure.1. If the amplifier 
is supposed to be ideal, then the conversion function of the integrator is: 
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Figure 1: Basic structure of an ideal Miller integrator and its phasor diagram. 

 

 
If the amplifier is not ideal, then according to [1] the structure of figure.1 can be replaced by 

that of the figure.2. 
 

Figure 2: Real structure of a Miller integrator 
 

 
The amplifier uses a negative feedback loop. The conversion function of the Miller integrator 

is: 
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with imRidRiR //= , imCidCiC +=  and A  the amplifier gain. 
Holding account of these considerations and according to [1] the transfer function of the Miller 

integrator can be given by the expression (4): 

 

Ui

UL

2
π+

-

C

R

Ui(t)
UL(t)



Dynamic Mode of Miller Integrator 598 

cbxax

K

K

K
FK

++
−=

+

=
2

0
..

1

..

β

 (4) 

With: 

iR
R

A
K

+
=

1

0
0 : effective loop gain of the amplifier and 

β
ωβ

f
fjCRj ==

.
 is the complex 

feedback factor. 
After some algebraic manipulations, the expression (4) can be put in the following form: 
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which represents one pole in low frequency. And 
)1()01(1 =≈++≈ AfKffhf β  (7) 

where hf  is one pole in high frequency. 
The expression (5) represents the first equation form representing the conversion coefficient of 

a real Miller integrator. After transformation and by using the approximate value of the pole lf  and the 
relation: 010 KK ≈+ , we lead to: 
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It is noticed that expression (8) represents a mathematical description of an ideal integrator with 
an aperiodic low frequency block and another block which represents the behaviour in high frequency. 
This writing form makes it possible to simplify the equation (5) in the used range for the working 
frequency. Consequently we can determine the dynamic errors associated with the Miller integrator. 
 
 
3.  Principle and Influence of the Miller Integrator Dynamic Error 
3.1 Calculation of the Dynamic Errors in the Miller Integrator Transient State 

The measurement analogue electronic converters have two operating modes: a static and a dynamic 
one. 

In the first case, the input and output parameters are not depending on time. 
For the dynamic mode, the converter is described by differential equations which are based on 

the physical laws. Indeed, the transient state reflects the behaviour of the system for an input iX . 
This mode depends on the properties of the converters and the topological structure of the 

assembly as well as the form of )(tiX . The dynamic error is defined by the instantaneous difference 
between the output signal )( pY  brought back to the input using the conversion static coefficient HK  

of the ideal converter and the real signal )( pX  at the input i.e. )()1
)(
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The dynamic error is defined as follows: 

1
)(

)(
)(

)( −=
∆

=
HK
pK

pX
pX

pdδ  (9) 

This dynamic error depends on the time. 
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The equation (5) shows that the integrator analysis can be divided into two zones: one in low 
frequencies and the other in high frequencies. 

In the case of the low frequencies, the pole hf  can be neglected and the equation (5) is reduced 
to: 

)1(

1
2

2.

f
lfjCR

j
e

FlK
−

=
π

π

)1(

.

f
lfj

FK

−

∞=  (10) 

The magnitude and the phase function can be expressed as: 
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The phasor diagram of figure.3 represents the behaviour of the Miller integrators. 
In the low frequency field the transfer function of Miller integrator is given as: 
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The Miller integrator transitory function, in Laplace transform, is: 
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From [2,5], we obtain, the transitory function in time domain: 
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The term 1<<tbω  then expression (13) is reduced to 
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Under linear operation, the integrator has a conversion function: 
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If we apply a step signal of low frequency, the output will contain a non-linearity error of : 
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In high frequency, we neglect lf  and the expression (5) is changed into: 
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The magnitude and the phase function can be expressed as: 
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The figure 3.a and the figure.3.b represent respectively the behaviour of miller integrator in low 
and high frequencies. 
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Figure 3: Phasor diagram of the Miller integrator 
 

 
If we replace the operator ωjP =  in the equation (17), then we obtain the transfer function in 

the temporal field at high frequencies: 
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For an integrator, the operational transfer function, which gives the transient state, is: 
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If we apply a step signal, at high frequency, to the input of the integrator we can find the 
original function , in time domain, of the expression (19): 
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While examining (1.29,20), we notice that for high frequencies the Miller integrator contains a 
dynamic error: 
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Generally, the condition 1. >>thω  is satisfied and in this case we have: 1. <<− the ω . 
By taking into account this approximation, the expression (21) can be reduced to: 
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where 0≠t  and 1f  is the frequency for which the amplifier gain is 1)1( =fK . 
This analysis illustrates well the frequency behaviour of the Miller integrator. 
We exploit the details of these results to design measuring converters such as: generators, 

electronic integrators, analogue modulators and simulators. 
 
3.2. Miller Integrator Dynamic Errors Calculation using a Symmetrical Rectangular Input 

Signal 

3.2.1. Miller integrator in the dynamic mode 
In this study, we are interested in the behaviour of the Miller integrator in dynamic mode when 
applying a rectangular signal input. This analysis makes it possible to determine the errors which are 
associated with the integrator operation. The study will be made using the Duhamel integral [2]. 
Indeed, the Duhamel integral method utilizes the Laplace transform . 

It has the advantage of the analytically studying for calculating the transitory processes in the 
linear electric circuits for unspecified input signals. 
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Thus the exact formulas are determined and we evaluate the dynamic errors in the range of low 
and high frequencies in the case of an ideal and real operation. Using the theoretical relations obtained, 
we make a design of a measurement integrator converter. 

The voltage )(tiu  applied at the input of the integrator is replaced by a function in staircase 
with rectangular increases having elementary values iu∆  (figure.4). 
 

Figure 4: 
 

 
In addition, using the following equation [2]: )(.).(')(. ττττ −∆=−∆ tuHutuHu , and if we add all 

the increases in the voltage signal which act during the interval of time from 0=t  to T where 0→∆τ  , 
we obtain, according to [2,4], the following expression: 

ττττ dtuHu
t
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0
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The equation (23) takes into account the )0(u  value for the first increase. This formula 
represents the first writing form of the Duhamel integral. In addition, the expression (23) is used to 
determine the dynamic error of the Miller integrator. 
 
3.2.2. Application of a rectangular signal at the input of the Miller integrator 
In the general case, a periodic rectangular signal can be represented by the trapezoidal approximation 
signal like that of figure.5. This approximation is very much used in practice. 
 

Figure 5: Symmetric trapezoidal signal 
 

 
To simplify the solution in dynamic mode we accept some conditions which are close to those 

of the generator’s real signal. 
It is supposed that the signal is symmetrical with: UUU =−= 21  , and τ==== 2211 offtontofftont . 
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To obtain a symmetrical signal output, for null initial conditions, we accept that the study starts 
in the medium of the one of two halves period for the input signal. Indeed, it is supposed that we have 
central symmetry compared to the X-coordinate with ttt == 21 . 

This assumption gives symmetrical solutions in the time interval of ∞+−∞ to . To determine 
the solution using Duhamel integral, we replace the time intervals τ  with ξ  what gives in this case an 
input signal having the form of the figure.6. 
 

Figure 6: Symmetric shift signal 
 

 
Since we use the Duhamel integral, the period of the input signal is divided into T∆  intervals, 

where in each interval the signal is described analytically by a mathematical function. According to the 
expression of (13) we will determine the output response of the system for each interval of time while 
taking account of the preceding effect outputs. 

The transitory function of the ideal Miller integrator is: 
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• For the time interval: ξ−≤≤
4

0 Tt , the voltage signal at the output is: 
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From (24) and (25), we determine the signal output of the integrator as: 
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• For the following interval: ξξ +≤≤−
44
TtT  , the signal input is given by: 
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and a derivative: 
ξ
Utiu −=)(' . 

According to [2,4], the response output of the invariant system is given by: 
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The second term of (28) will always have a zero value, because in the interval of : ξ−≤≤
4

0 Tt  

the signal has a derivative: 0)(' =tiu . After some calculations, we obtain: 

∫
−

−+−=
t

T
dt

RC
Ut

RC
Utsu

ξ

ττ
ξ

4

)()(  (29) 

The resolution of (28) gives: 
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2)
4

(
2

)
24

()( Tt
CR

UT
RC
Utsu −+−−=

ξ
ξ  (30) 

• For the interval: ξξ −≤≤+
4

3
4

TtT , the signal is: 

Utiu −=)(  (31) 

and the derivative of )(tiu  is 0)(' =tiu . The output signal of the integrator is given by the 
following expression: 

+−+= ∫
−ξ

ττττ4
0

' )()()().0()(
T

iis dHutHutu +−∫
+

t

T
i dtHu

ξ

τττ

4

' )()( ∫

+

−

−

ξ

ξ

τττ
4

4

)()('

T

T
dtHiu  (32) 

After algebraic calculations we obtain: 

)
2

()( Tt
RC
Utsu −=  (33) 

• For the time interval: ξξ +≤≤−
4

3
4

3 TtT , we have 

)
4

3()( TtUtiu −=
ξ

 (34) 

and a derivative of 
ξ
Utiu =)(' . The output signal is then: 

2)
4

3(
2

)
24

()( Tt
RC

UT
RC
Utus −−−=

ξ
ξ  (35) 

• For the last time interval of the period: TtT
≤≤+ξ

4
3 , the input signal is constant. Then 

Utiu −=)(  and the derivative is 0)(' =tiu , therefore the output signal is: 

+−+= ∫
+

−

ξ

ξ

τττ
4

4

' )()()().0()(

T

T
iis dtHutHutu ∫

+

−

−

ξ

ξ

τττ
4

3

4
3

' )()(

T

T
i dtHu  (36). 

After simplification we find: 

)()( tT
RC
Utus −=  (37) 

At the end of the first period and for Tt ≥ , the behavior of the output to the first step input 
signal is: 

+−+= ∫
+

−

))()(')().0()(
4

4

ξ

ξ

τττ

T

T
s dtHutHUtu )(.)()('

4
3

4
3

ττττ
ξ

ξ

−−−∫
+

−

tHUdtHu

T

T

 (38) 

After calculation s the equation (38) becomes: 

0)()()( =−+−= Tt
RC
UtT

RC
Utus  (39) 

We see that at the end of the first period the ideal integrator returns in its initial state. We 
determine the responses of the output for )1( +n  period of the input voltage i.e. for TntnT )1( +≤≤ . 

For an ideal integrator, we find the equation (39), and we notice that there is no remnant 
reaction for the previous periods. By analogy, the reactions of the output will be similar to those of first 
period but moved in time with Tn. . 
• For the time interval: ξ−+≤≤

4
TnTtnT , we have: 
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)()( nTt
RC
Utsu −−=  (40) 

If we put nTtt −=' , where 't  is the starting time from the beginning of )1( +n  period, the 
equation (2.20,40) changes into: 

'.)( t
RC
Utsu −=  where ξ−≤≤

4
'0 Tt  (41) 

where ξ−≤≤
4

'0 Tt . 

• For the interval: ξξ ++≤≤−+
44
TnTtTnT , we obtain: 

2)
4

(
...2

)
24

()( TnTt
CR

UT
RC
Utsu −−+−−=

ξ
ξ  (42) 

It is supposed that: "
4

tTnTt +−+= ξ  ; with ξ2"0 ≤≤ t . 

Taking into account this consideration, the equation (42) becomes: 

=−+−−= 2)"(
2

)
24

()"( ξ
ξ

ξ t
RC

UT
RC
Utus )

4
""( 2 Ttt

RC
U

−+− ξ  (43) 

• In the same way for the interval: ξξ −+≤≤++
4

3
4

TnTtTnT , we have: 

)
4

'''()'"( Tt
RC
Utus −+= ξ  (44) 

with: ξ2
2

'"0 −≤≤
Tt . 

• For: ξξ ++≤≤−+
4

3
4

3 TnTtTnT , we find: 

)
44

"
2
"()"(

2 Ttt
RC
UtuL −+−−=

ξ
ξ

 (45) 

with: ξ2"0 ≤≤ t . 

• For the last  interval: TnTtTnT +≤≤++ ξ
4

3 , the output signal is: 

)
4

'()'( ξ+−−=
Tt

RC
Utus  (46) 

Where ξ−≤≤
4

'0 Tt . 

Thus we determine the response of the ideal Miller integrator, for the various intervals of the 
signal input ).(tiu  
 
 
4.  Behaviour of a Real Miller Integrator for an Input Signal Having Great 

Intervals of Time (Low Frequencies Fields) 
4.1. Determination of the analytical expressions 

We use the same method described into 3.2. Indeed, the general form of the output response will be the 
same one, as for the ideal integrator, we replace the transitory function of the Miller integrator by the 
expression (13). We present the results without going into the details of calculation. 
• For the first interval: ξ−≤≤

4
0 Tt , and while using (24) and (25), we obtain the final expression: 

)1.(.)( 0 −= − t
s

leKUtu ω  (47) 
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where the coefficient of performance 0K  and the angular velocity for the poles at low frequencies take 
part. 
• For the interval: ξξ +≤≤−

44
TtT  , and using (13) and (47) we arrive at: 

dteUKeKUtu
t
T

tt
s

ll )1()1(.)(
4

)(0
0 ∫ −

−−− −+−−=
ξ

τωω

ξ
 (48) 

Once calculation done, we obtain: 

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

+
−

−

ξω

ξω
ω

l

T

t
l

l
ee

)
4

(

1 +−
−

−=
ξωξ l

s

Tt
KUtu 14(.)( 0 ) (49) 

• For the interval: ξξ −≤≤+
4

3
4

TtT , using the general expression (32) and after transformation we 

arrive at: 

⎪
⎪
⎭

⎪⎪
⎬

⎫

⎪
⎪
⎩

⎪⎪
⎨

⎧

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−+−= −− )(11.)(
4

0
ξωξω

ω
ω

ωξ
ll

l

l eeeeKUtu
l

T

t
s  (50) 

• For: ξξ +≤≤−
4

3
4

3 TtT , we find: 

×−−−−+
−

−= )(
41[41.[0.)( ξωξω
ξω

ω
ω

ξξω
lele

l

T
l

etle

Tt

l
KUtsu )]44

3
(

T
l

e
T

l
e

ωω
−×  (51) 

• For the last interval, the substitution of (13) in (36), yields: 

[.1.[(0.)( ×−+−= tleKUtsu ω )](
.

1( 44
.3.

.
TT

l

llll

eeee ωωξωξω

ξω

−−

−
−

+×  (52) 

After the end of the first period, for Tt ≥ , and according to(13) and 38 we arrive at: 

×+−= − t
s

leKUtu .
0 1.[.)( ω ])(

.
1( 44

.3.
.
TT

l

llll

eeee ωωξωξω

ξω
−−

−
−

+ [ ])(
0 1. TtleKU −−−+ ω  (53) 

Taking everything into account, we obtain: 
CeKUtu t

s
l ...)( 0

ω=  (54) 
with: 

)1.().1( 242
TT

l

T
lllll

eeeeeC
ωωξωξωω

ξω
−−

−
−=

−

 (55) 

The expression (55) has a magnitude independent on time. 
To determine the stationary regime, we consider the output response after n  periods of the 

input signal from where: 
++= −−− )(

0 .(..)( Ttt
s

ll eeCKUtu ωω )... ))1(()2( TntTt ll ee −−−−− +++ ωω  (56) 

Equation (56) shows that its term depend on the respective period of the input signal (the first 
term depends on the first period, the second term depends on the second period and so on). By using 
the formula of the geometrical series sum: 

1
1

1 −
−

=
q

nqanS  (57) 

we arrive at the final solution: 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

−

−
= −

1
1...)( 0 T

nT
t

s
l

l
l

e
eeCKUtu
ω

ω
ω  (58) 
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• For the first interval of )1( +n  period, that means for ξ−+≤≤
4
TnTtnT , the output response is 

equal to the sum of the preceding reaction of the first n  periods and the reaction of the first under 
interval, moved with nTt =  in time i.e.: 

( )1
1
1...)( )(

00 −+⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

−

−
= −−− nTt

T

nT
t

s
l

l

l
l eUK

e
eeCKUtu ω
ω

ω
ω  (59) 

After substitution of 'tntt +=  in (59), with ξ−≤≤
4

'0 Tt , we obtain: 

+
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−
−

=
−−−

1
....)(

'' ..

0 T

nTtt

s l

lll

e
eeeCKUtu ω

ωωω ( )1.. '
0 −+ − tleUK ω  (60) 

To determine the stationary regime we seek the limit while making ∞→n  which gives: 

( )1..
1

..)( '
0

'

0
' −+

−
= −

−
t

T

t

s
l

l

l

eUK
e
eCKUtu ω
ω

ω
 (61) 

While developing (61) we lead to: 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+

−
−−= −

− '.

2

4

0 .

1

.1..)'( t
T

T

l
s

l

l

l
ll

e

e

eeeKUtu ω

ω

ωξωξω

ξω
 (62) 

• For the second interval: ςς ++≤≤−+
4

.
4

. TTntTTn , the output signal is the sum of the preceding 

reaction and that of the interval corresponding to the first period with an argument Tnt .− : 

+
−−

+
−

−
= −

ςω

ω
ω 4[...)

1
1.(...)( 0

.
0

TnTt
UK

e
eeCKUtu T

nT
t

s
l

l
l ].1.(.

.
1 .4)( ξω

ω
ω

ξωξω
l

l

l eee
l

T

nTt

l

−−− ++−  (63) 

After replacing of ''
4

tTnTt +−+= ξ  with ξ2''0 ≤≤ t  and while making ∞→n , we obtain: 

]

)1(

)(.
.

11.[.)(
2

22''.
''

0
''

ξω
ξωξ ω

ωξω
ω

l

T

T

t

l
s

l

l
l

b

e

eeetUKtu

+

+
+−+−= −  (64) 

• For the interval: ξξ −+≤≤++
4

3
4

TnTtTnT , the expression of the stationary regime is obtained 

while adding (50) and (58) in the interval of time nTt − . After transformation we lead to 

×= ..0)'''( UKtsu : 

].

)1(

.
.

11[
'''.

2

22
t

T

T

l

l

l

l
l

e

e

ee ω

ω

ωξω

ξω
−

−

+

−
−×  (65) 

This relation is obtained for: ξ2
2

'''0 −≤≤
Tt . 

• For the time interval: ξξ ++≤≤−+
4

3
4

3 TnTtTnT , we obtain: 

×−+−+−−= )
''1''

1.[(.0)''( tle
l

tUKtsu ω
ξωξ

]
'''..

)12(

22
2

tle

l

T
l

e

T
l

e
T

l
e ω

ξω
ω

ωξω
−

+

+  (66) 

• Finally for the last interval )1( +n  of  periods: 

TnTtTnT +≤≤++ ξ
4

3 , and while using (52) and (58) for the time interval of nTt − , we obtain 

finally (2.47,67): 
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].

)1(

.
.

11.[.)(
'.

2

22

0
' t

T

T

l
s

b

l

l
l

e

e

eeUKtu ω

ω

ωξω

ξω
−

−

+

−
−−=  (67) 

After this calculations and knowing the transitory function of the ideal Miller integrator we can 
easily calculate the dynamic errors caused by the electronic converter when working in the field of low 
frequencies. 
 
4.2. Calculation of the dynamic error for the great intervals of time (case of low frequency) 

To facilitate the analysis in stationary regime we made a reference translation for the coordinate. Thus 
when ∞→n , the origin coincides with the beginning of the thn  period. 

To determine the maximum dynamic error, we look for the errors in the various intervals of 
time by using the following expression: 

1
)(

)(

)(

)()(
)( −=

−
=

tsNU

tsU

tsNU

tsNUtsU
tε  (68) 

Where )(tsNU  and )(tsU  are respectively the signal response of the Miller integrator in case of 
an ideal et a real one . 

• For the first interval: ξ−≤≤
4

0 Tt  and by taking account of (41) and (62) and according to (68) we 

obtain the following relation: 

×=
'

.0)'(
t

CRK
tε 1)

1

.
.

1(
'

2
.

4
...

−

+

−
− −

−
t

T

T

l

l

l

l
ll

e

e

eee ω

ω

ωξωξω

ξω
 (69) 

If we replace 
CR

K
l ..
1

0 ω
≈  (70), which is deduced from (7), then the expression (69) changes 

into: 

×= '
'

.
1)(
t

t
lω

ε 1)
'

12
.

4
.

.
.

..
1( −−

−

−−
− tleT

l
e

T
l

e

l

lele ω

ω

ω

ξω

ξωξω
 (71) 

• For ×= '
'

.
1)(
t

t
lω

ε 1)
'

12
.

4
.

.
.

..
1( −−

−

−−
− tleT

l
e

T
l

e

l

lele ω

ω

ω

ξω

ξωξω
, the final value of the dynamic error, for the low 

frequencies, is given as follows: 

1)

14

1.
.

1..2
1(

)
4

.(

1
−

+

−
−

−
=

T
l

e
l

le
T

l
l

ωξω

ξω

ξω
ε  (72) 

Since 1
2
<<

T
lω , then ξω .2 le  and 2

.Tl
e
ω

 can be broken up into factorial series which is limited 

to the second term i.e.: 

!1
..2

1..2 ξωξω lle +≈  and 
!1
2

.
12

.
T

l
T

l
e

ωω
+≈  

Taking account of these expressions we have: 
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1]
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.21[
)
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(

1
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+
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−
≈ TT
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ξω
ε 1]

)
2

.2(
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)

4
(
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+−
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T
l

T

T ωξ
 (73) 

If we put this expression under a common denominator and we neglect the term 
2
T

lω , because 

it is small compared to 2, then the expression (73) is reduced to: 

4
.

.4
.4]

)
2

(2

)
4

(
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.

)
4

(

Tl
TT

TT
l
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ω

ξ
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ξ

ξω
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−
−

−
≈  (74) 

• For the second interval: ξξ +≤≤−
44
TtT , and using the same way of calculation, for the dynamic 

error analysis, as that of the interval: ξ−≤≤
4

0 Tt , we obtain: 

ξωξ
ξ

ξ
ω

ε
.

1''
1[

)
4

''
2

2''
(

1)''(
l

t

Ttt
l
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ξω
ω

ωξω
ω

l

T
l

e

T
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eletle  (75) 

Since ξ.2''0 ≤≤ t , then the expression (75) is reduced to: 

1)

12

2
.

21
1(
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4

(
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−

−
−=

T
l

e

T
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e

l
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ω
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ξω

ξω
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δ  (76) 

The approximate expression of the dynamic error is: 

4
.

4
.4 Tl

Tlrp
ω

ξ
ξε −
−

−=  (77) 

• For the interval : ξξ −≤≤+
4

3
4

TtT ,the expression of the dynamic error will have the following 

form: 

×
−+

=
)

4
'''(

1)'''(
Ttl

tlrp
ξω

ε 1)
'''

.
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 (78) 

with ξ.2
2

'''0 −≤≤
Tt . 

The limiting value of the error will be obtained for ξ−=
4

3Tt  which corresponds to: ξ2
2

''' −=
Tt  

Indeed, the expression (2.58,78) is reduced to: 
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1

1.
.4

111(
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4
(
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2

2
−

+

−−
−

−
−= T

l
l

lrp
l

l

e

e
T ω

ξω

ξωξω
ε  (79) 

After comparison of the expressions (72) and (79), we notice that the final value of the errors, 

for ξ−=
4
Tt  and ξ−=

4
3Tt , are the same ones. This is due to the symmetry of the both halves of the 

periods. 

• For the interval of time: ξξ +≤≤−
4

3
4

3 TtT , we find for the dynamic error an expression similar to 

that of (75): 
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 (80) 

This expression is valid for: ξ−≤≤
4

'0 Tt . 

 
 
5.  Determination of the Miller Integrator Function Response in Case of the Small 

Intervals of Time (Field of the High Frequencies) 
5.1. Determination of the analytical expressions 

In this study we use the same procedure as that of the low frequencies. Indeed, the transitory function 
(20) is put in the form of: 

)
.1(1)( t

h

the

hRC
tH −

−
−=

ω

ω

ω
 (81) 

The study of the transient state of the function (81), in the interval of ξ−≤≤
2

0 Tt , takes account 

of the expressions (25) and (27). After calculation we obtain: 
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 (82) 

• For the interval of time: δδ +≤≤−
44
TtT , and using (28) and (81) we arrive at: 
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By developing the expression (83) we lead to: 
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• For the interval: ξξ −≤≤+
4
.3

4
TtT , we use the general equation (32). While replacing )(tH  with its 

equation (81) and taking account of (31) and after substitution, we find: 
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• For the interval: ξξ +≤≤−
4

3
4

3 TtT , we obtain: 
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• For the last interval: TtT
≤≤+ξ

4
3

 and after having replaced (81) into (36), we arrive at: 
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At the end of the first period )( Tt ≥ , while using (38) and after transformation, we lead to: (88): 
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We put: 
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 (89) 

According to the used procedure, we obtain the output response after n  periods of the input 
signal, i.e.: 
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After that we determine the output response for the intervals of the period Tn )1( + . 

• For ξ−+≤≤
4

. TnTtTn  and by making recourse to (82) and (90) we obtain: 
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While replacing 'tnTt +=  and if ∞→n , then for ξ−≤≤
4

'0 Tt , we obtain, after a 

transformation, for the stationary regime: 
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• For the interval: ξξ ++≤≤−+
4

'
4

TnTtTnT , we have: 
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with ξ2''0 ≤≤ t . 

• For ξξ −+≤≤++
4

3
4

TnTtTnT  we find: 
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with: ξ2
2

'''0 −≤≤
Tt  

• For the interval: ξξ ++≤≤−+
4

3
4

3 TnTtTnT  we have: 
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• For TnTtTnT +≤≤++ ξ
4

3 , we lead to: 
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After having determined the conversion function on the output of the Miller integrator for each 
interval of time, we seek the dynamic error in the case of an operation in high frequency. 
 
5.2. Dynamic error analysis in the case of the small intervals of time (field of the high 

frequencies) 

To determine the dynamic error of the integrator we proceed in the same manner as the preceding 

study. Thus, the dynamic error in the interval of δ−≤≤
4

0 Tt  is: 

 (97) 
After transformation we obtain: 
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with ξ−≤≤
4

'0 Tt . 

The final value of the dynamic error for ξ−=
4

' Tt , is: 
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Usually the following conditions are satisfied: 1
2
>>

T
hω 1>>ξωh , 1)2

2
( >>− ξω T

h  and 

02 ≈
−

T
h

e
ω

. 
If we take account of these approximations then (99) is reduced to: 
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• For the error analysis in the interval: ξξ +≤≤−
44
TtT , the equation (93) will change into 
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While replacing (43) and (101) in (68) we obtain: 
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with ξ2''0 ≤≤ t . 

The final value of the dynamic error for: ξ+=
4
Tt , with ξ2'' =t , is: 
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The approximate value of this error is: 
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• For the interval: , the dynamic error is: 
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The limiting value of this error is: 
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Form expression (106), we find the approximate value of the error such as : 

)4(
4

ξω
ε

−
−≈

Th
hrp  (107) 

• For the interval: ξξ +≤−
4

3
4

3 TtT , the dynamic error is: 
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with: ξ2''0 ≤≤ t . 

• For the interval: TtT
≤≤+ξ

4
3 , we have: 
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The expressions (108) and (109) give the dynamic error as a function of time. The maximum 
value of the dynamic error will be calculated for the limit values of time and this is repeated for in the 
different intervals. 
 
5.3. Presentation of a particular case: symmetrical rectangular signal 

The study of a square signal shows that last has almost a null positive going time and a small negative 
going transition. This case is illustrated by the figure.7. 

Taking account of these assumptions, the dynamic error will be given when 0→ξ . 

We make the analysis for: ξξ +≤≤−
44
TtT , and ξξ +≤≤−

4
3

4
3 TtT  
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Figure 7: Rectangular signal input 
 

 
The study, in the great intervals of time (i.e. low frequency) gives: 

• For the time interval: 
4

0 Tt ≤≤ , we suppose 0→ξ  in we the expression (71). Since 0→ξ , we need 

to look for the derivative of: 

 (110) 
which give: 

l

lele
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ξωξω −− . When 0→ξ  the derivative of (110) is equal to 2 and the dynamic error is: 
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The limiting value becomes: 
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This value can be approximated by: 

4
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• For the interval of time: 
4

3
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≤≤ and supposing 0→ξ  we obtain: 
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• For 
2

''0 Tt ≤≤ , the expression (114) can be reduced to 
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It is seen that expression (115) is the same one as that of (112) because the rectangular signal is 
symmetrical. 

• For the time interval TtT
≤≤

4
3  and while making 0→ξ , we obtain: 
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with 
2

''0 Tt ≤≤ . 
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For the small intervals of time (case of the high frequencies) the error, for 
4

0 Tt ≤≤ , is: 
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with 
4

'0 Tt ≤≤ . 

The limit value of the error is: 
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After approximations, we obtain the final value of the error: 
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• For the time interval: 
4
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≤≤ , the corresponding expression is: 
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with 
2

''0 Tt ≤≤ . 

The approximate error will be: 
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• For time interval: TtT
≤≤

4
3 , we have: 
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6.  Results Analysis 
The comparison of the results obtained for the dynamic errors which are caused by the application of a 
step signal or a rectangular signal at the input of the Miller integrator gives the following conclusions: 

For the small intervals of time (case of the high frequencies) the dynamic error for a rectangular 
signal (98) is different from (115) that of an input signal level as given by (21) and there is existence in 

front of the expression the ω−  a multiplication factor of 
2

4

1

2
T

T

h

h

e

e
ω

ω

−

−

+

 which becomes null for 1
4
>>

T
hω . 

From here we conclude that until a certain frequency, the formula of the dynamic error obtained 
by application of a step signal at the input can be, also, used for the integration 

of the periodic rectangular signals having a fast positive going transition while replacing t  by 

4
T  in the expression (22). 
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In addition, while comparing (16) and (113), we notice that with certain approximations the 
formula of the error for the great time intervals, which is determined by the transient state function, can 
be used to calculate the dynamic error in the case of an input rectangular periodic signal and this while 

replacing t  by 
2
T  in the expression (16). For precise results we advise to use the complete formula 

(112). 
 
 
7.  Application: Design and Determination of the Miller Integrator Metrological 

Parameters 
7.1. Introduction 

The expressions of the dynamic errors show that for the design and realization of the measurement 
integrators it is necessary to use an operational amplifier with high quality. In [2] we show that an 
operational amplifier must have the following parameters: an open gain 5100 ≥A , an input resistance 

Ω= 1010iR , a dissymmetry current 0iI  of some pA  and a temperature drift 0iU  below than 
./)105( CV °÷ µ  

Taking account of these parameters and the operating conditions of the Miller integrator which 
has a frequency range up to ./)105( CV °÷ µ , for the case of this study, we choose an operational 
amplifier of type TLO81 (Texas Instruments USA). It has a JFET input and built-in standard frequency 
compensation. 
 
7.2. Analytical Calculations 

According to the parameters imposed in this work we design a Miller integrator covering a frequency 
range of kHz200÷  for an input amplitude signal of VimU 1= . The imposed maximum dynamic error is 
of %1≤hε . 

In practice, the normal operation of Miller integrator which converts a rectangular voltage 
signal into a triangular one, has a limited low frequency of Hz20 . 

From the conversion function (1) of the ideal integrator we can determine the value of the 
output signal 

imUT
smU .

4
.1

τ
=  (123) 

With respectively T  and imU  the period and the amplitude of the input signal and τ  is the 

integrator time-constant. The period of the input signal,
f

T 1
= , varies from sT 05.0

20
1
==  until 

sT 510.5
20000

1 −== . 

Consequently, for the same time-constant, the integrator amplitude output, for a frequency of 
kHz20 , will be reduced by 1000  compared to that of Hz20 . 

This result gives a very low output . 
To avoid this disadvantage, we divide the interval of frequency into three intervals. Indeed, we 

selected for each interval a time-constant. 
Generally, we have choosing the following ranges: HzHz 20020 ÷ ; HzHz 2000020 ÷  and 

HzHz 200000020 ÷  
To minimize the error due to the dissymmetry of the input and the drift in temperature of the 

operational amplifier, we must have an input constant resistance about Ω÷ k)105( , thus we selected a 
decade capacitor for the three intervals. The design of the studied Miller integrator is given by the 
figure.8. 
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For the first interval HzHz 20020 ÷  the period varies from stos 005.005.0 . 
To obtain an output voltage of mVtomV 200150  for the higher limit of under interval we 

determine the time constant τ  according to the formula given in (123) such as: 

.)008.0006.0(
)2.015.0(

1.
4
005.0.

4
s

smU
imUT

÷≈
÷

==τ  

The components R  and C  must be variable. The capacitor is chosen FC µ)101.0( ÷=  which 
satisfies the conditions of precision, stability and iCC >> . 

The resistance R must take account of the integrator 
input impedance. If we accept for 1C  a standard value of FC µ11 =  and according to the 

condition (123) we obtain: Ω÷= )80006000(R . 
 

Figure 8: Circuit diagram of three ranges Miller integrator 
 

 
To have a conversion coefficient equal to 1  for the first signal harmonic with a frequency 

Hzf 20= , the following condition should be satisfied: Ω=== 7957
1...2

1

1

1
CfC

R
πω

. 

We selected a standard value of Ω= 7960R . 
For a given value of the components R  and C , we obtain the following amplitudes: 
• For Hzf 20=  , the output amplitude is: 

VLmU 57.11
4
05.0

610.1.7960

1
=××

−
= . 

• For Hzf 200= , we have 

VLmU 157.01.
4
005.0.

610.1.7960

1
=

−
=

. 
• For the second range of the frequency: ( Hz)2000200 ÷  it is seen that the limits are 10 times 

larger. 
To fulfil the same conditions that the preceding range it is necessary to decrease the value of τ  

with 10 , so we accept FC µ1.02 =  . 
For the third selected range: Hz)200002000( ÷  , we have chosen FC µ01.03 =  . It is noticed that 

the errors of dissymmetry at the AO input are minimal if we connect a resistance Ω== 7960RBR  to the 

+

-
R

U i( t)
U L ( t)

R B C B

C 3 k 3

C 1 k 1

C 2 k 2
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non-inverting input [2]. Generally, we add in parallel to BR  a capacitor which eliminates the noise due 
to resistance BR . 

We select a capacitor having weak dielectric losses, a negligible inductance with dielectric 
coefficient absorption near to 1. 

According to these considerations we choose a ceramic capacitor of FBC µ9.3=  . 
 
7.3. Determination of the dynamic error for the great intervals of time (case of low frequency) 

It is supposed that the conditions for the rectangular signal are not imposed thus we can determine its 
parameters. To determine the dynamic error in the case of the great intervals, we must find the pole for 
the low frequency lf  and this according to the formula given by (1.17), where 00 AK ≈ . 

For the low frequency of operation, Hzf 20=  and FC µ1=  we have, for the Miller integrator, a 
frequency pole : 

=
+−

=
)310.2001(610.1.7960.2

1

π
lf  

.410.1510.997.9 HzHz −≈−=  

with: 
CRlf

K
..2

1)01(
π

=+  

So we can calculate the additional term: Tl .ω : 

.510
20
1.410.1..2. −=−= ππω Tl  

Using the expression (2.92) we obtain the dynamic error as follows: 
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According to the approximate expression (2.93) we have also: 

%.10.854.7%100.
4

10.%100.
4
. 4

5
−

−

−=−=−≈
πωε Tl

lrp  

If we apply a step signal in the input and making recourse to expression (2.26) we have: 
4

5
10.854.7%100.

4
10. −

−

−=−=
πε lrp . 

 
7.4 Determination of the dynamic error for the small intervals of time (case of the high 

frequency). 

According to the formula (8), we determine the pole for the high frequencies of the Miller integrator: 
.610.3)1( HzAfhf +===  

For kHzf 20=  , the additional term Th .ω  is: 

πππω .300
310.20

610.3.21..2. ===
fhfTh . 

So 01502
.

≈−=
− πω

e
T

h
e . 

The expressions of the dynamic error for the small intervals give the following value of the 
error: 

.%424.0.%100.
.300

4
−=−=

π
εhrp  
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The analysis of the obtained results shows that the imposed dynamic error covers a frequency 
interval varying up kHzhf 45=  and its limits value is: 

%1.%955.0.%100.
610.3..2

310.45.4
<−=

−
−=

π
εhrp . 

 
7.5. Comparative analysis of the obtained results 

In table.1 we present the dynamic errors, for the low frequencies, which are given from the exact 
formulas and the approximate formulas and this for a rectangular signal. 

From table.1 we notice that the approximate formula obtained from the transitory function is 
applicable only for the values of Tl .ω  with the lower part of 510.1 −  i.e. for a rather small low frequency 
pole and relatively short signals. 

For the high frequencies, the results of the errors are summarized in table.2 
The analysis of the results of table.2 shows that for the high frequencies the formula of the error 

due to the non linearity for a step signal input can be used to determine the dynamic error of the Miller 

integrator for a rectangular signal in the interval of time 
4
T . 

 
Table 1: Dynamic Error in case of low frequencies 

 
 
Table 2: Dynamic Error in case of high frequencies 
 

 
 

For a real rectangular signal, the errors depend on the transitory step signals applied to the input 
and which can be rather numerous. 

In any event to make a conclusion on the influence of the transitory signal input pulses on the 
dynamic error, we treat respectively the two following cases, one with 1% positive going transition 
time and the other with 10%. 

For first case we have: 

sT 710.5.2
2

510.501.0
2

%.1 −=
−

==ξ  

So we obtain for the dynamic error: 
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=
−

−=
).4(

4
ξω

δ
Th

hrp %.433.000433.0
)710.25.4510.5(610..6

4
=−=

−−−+
−=

π
 

For second case we have: 

sT 610.25
2

510.51.0
2

%.10 −=
−

==ξ  

And the dynamic error is =
−

−=
).4(

4
ξω

δ
Th

hrp %.53.000530.0
)

610.25.4510.5(610..6

4
−=−=

−−−+
−

π

 

We notice that in high frequency the increase of positive going transition time of the signal 
involves the increase in the dynamic error. In addition the influence of ξ  is similar to that of the low 
frequencies. 
 
 
8.  General Conclusion 
According to the study presented in this work we can give the following conclusions: 

We have found the theoretical expressions of the dynamic errors for Miller integrator using an 
input signal having a trapezoidal form. 

The relations obtained make it possible to do precise calculations of the integrator dynamic 
mode during its design. The solution put forward respectively covers the large ones and the small 
intervals of time (case of low and the high frequency). The analysis made in this study 

uses the Duhamel integral  which makes it possible to 
present analytical solutions in the time domain. 
We made a comparison between the exact and 
approximate expressions of the dynamic errors in stationary regime with those obtained by the 

transitory function. 
The computation results obtained allowed making the design of a Miller integrator covering 

frequency range of: 
HzHz 2000020 ÷ . 

It would be also interesting to study the case when  the input signal is not regular and having a 
non symmetrical form. 
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Abstract 
 

In this paper we study a new method to find a numerical solution for the general 
form of Non-linear Volterra Integro-Differential Equations (NVE). To this end, we will 
present our method based on the matrix form of (NVE). The corresponding unknown 
coefficients of our method have been determined by using computational aspects of 
matrices. Finally accuracy of the method has been verified by presenting some numerical 
computations. 
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1.  Introduction 
In 1981, Ortiz and Samara [1] proposed an operational technique for finding a numerical solution of 
non-linear ordinary differential equations with some supplementary conditions based on the Tau 
method [2]. During the last 25 years considerable work has been done both in development of the 
above technique, its theoretical analysis and numerical applications. Various techniques have been 
described in a series of papers [3-7] for the case of linear ordinary differential eigenvalue problems. In 
[8-12] numerical solution of partial differential equations and their related eigenvalue problems has 
discussed. The Tau method developed in [13] for the iterated solutions of linear operator equations and 
in [14-16] for the numerical solution of linear Fredholm and Volterra integral and integro-differential 
equations. The object of this paper is to present a similar operational approach by using the Adomian 
decomposition method for the general form of non-linear Volterra integro-differential equations of the 
second kind with initial conditions. This method leads to an algorithm with remarkable simplicity, 
while retaining the accuracy of results. 
 
 
2.  Non-Linear Volterra integro-Differential Equations 
Consider the non-linear Volterra integro-differential equation 
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Lemma 3.1 

If )(xyn  be a polynomial of the form 
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Lemma 3.2 

Let Xpxp =)(  and Xqxq =)(  with ),,( 10 Kppp =  and ),,( 10 Kqqq = , then Xqpxqxp )()()( µ= . 
Proof: See [1]. 
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4.  Numerical Examples 
The following examples are given to clarify accuracy of the presented method. 
Example 1: 
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The exact solution is given by )cos()( xxy = . For the numerical results with 15,10,5=n  see 
Table 1. 
 
Example 2: 
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The exact solution is given by xexy =)( . For the numerical results with 15,10,5=n  see Table 
2. 

 
Example 3: 

.10,1)0(,2)(2)()(
0

'' ≤≤=−=−− ∫ xyedttyxyxy xx
 

The exact solution is given by xexy 2)( = . For the numerical results with 15,10,5=n  see Table 
3. 
 

Figure 1: A plot of example (1) and example(2). 
 

 
Remark 5.1: Note that, in the following figures, the continued line plots show the exact solution and 

the dot plots show the approximate solution. 
Remark 5.2: Note that in the following tables, the notations Exact, App. and Abs.Err., have been 

used for exact solution, approximate solution obtained by our method and absolute error 
of approximate solution respectively. 
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Table 1: example (1) 
 

 n=5 n=10 n=15 
x Exact App. Abs.Er. App. Abs.Err. App. Abs.Err. 

0.00 1.000000 1.000000 0 1.000000 0 1.000000 0 
0.31 0.951057 0.951058 1.33E-06 0.951057 1.93E-15 0.951057 4.30E-22 
0.63 0.809017 0.809102 8.49E-05 0.809017 7.89E-12 0.809017 2.82E-17 
0.94 0.587785 0.588743 9.58E-04 0.587785 1.02E-09 0.587785 1.85E-14 
1.26 0.309017 0.314335 5.32E-03 0.309017 3.21E-08 0.309017 1.84E-12 
1.57 0.000000 0.019969 2.00E-02 0.000000 4.65E-07 0.000000 6.51E-11 

 
Table 2: example (2) 
 

 n=5 n=10 n=15 
x Exact App. Abs.Err. App. Abs.Err. App Abs.Err. 

0.00 1.000000 1.000000 0 1.000000 0.00 1.000000 0 
0.20 1.221403 1.221403 9.149350e-08 1.221403 5.217518e-16 1.221403 3.169542e-25 
0.40 1.491825 1.491819 6.030975e-06 1.491825 1.086896e-12 1.491825 2.102167e-20 
0.60 1.822119 1.822048 7.080039e-05 1.822119 9.565183e-11 1.822119 1.397570e-17 
0.80 2.225541 2.225131 4.102618e-04 2.225541 2.304785e-09 2.225541 1.411549e-15 
1.00 2.718282 2.716667 1.615162e-03 2.718282 2.731266e-08 2.718282 5.077107e-14 

 
Table 3: example (3) 
 

 n=5 n=10 n=15 
x Exact App. Abs.Err. App. Abs.Err. App. Abs.Err. 

0.00 1.000000 1.000000 0 1.000000 0 1.000000 0 
0.20 1.491825 1.491819 6.030975e-06 1.491825 1.086896e-12 1.491825 2.102167e-20 
0.40 2.225541 2.225131 4.102618e-04 2.225541 2.304785e-09 2.225541 1.411549e-15 
0.60 3.320117 3.315136 4.980923e-03 3.320117 2.066314e-07 3.320117 9.504631e-13 
0.80 4.953032 4.923115 2.991776e-02 4.953027 5.076410e-06 4.953032 9.726884e-11 
1.00 7.389056 7.266667 1.223894e-01 7.388995 6.138994e-05 7.389056 3.546513e-09 
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Abstract 
 

The levels of concentrations of the ETM Cu, Pb, Fe, Cd, Zn and Pb have been 
determined in the soft tissue (edible part) of the gastropod Tympanotonus fuscatus radula 
sampled on seven sampling stations identified through the Ebrié lagoon. The results show a 
geographical variability of the bioavailability of the ETM dependant on the metal and the 
level of pollution of the environment. So the metallic contamination index are the most 
elevated for the toxic elements (Cd and Pb), mainly in the sampling zones under industrial 
influence (Biétri and Attécoubé). Besides the metallic concentrations in the soft tissue 
present a good correlation (p <0,05) with the length of the shells for the essential elements 
(Cu, Fe, Zn). Due to its bioaccumulation capacities, Tympanotonus fuscatus radula have 
the potential of being used as bioindicator to control the metallic pollution of the Ebrié 
lagoon. 
 
 
Keywords: Heavy metal, Tympanotonus, lagune Ebrié, Côte d’Ivoire, bioaccumulation 

 
Introduction 
Le système lagunaire Ebrié s’étend entre 3°40 et 4°50 de longitude Ouest et entre 5°20 et 5°10 de 
latitude Nord [1]. Selon [2], de nombreuses études ont porté sur la faune benthique de cette lagune ([3], 
[1] et [4], [5], [6], [7], [8]), la répartition géographique des espèces ainsi que la structure des 
peuplements et leur évolution. 

Par ailleurs la lagune Ebrié jouxtant la ville d’Abidjan dans sa partie urbaine (Fig.1.a), elle 
reçoit de nombreux déversements constitués des eaux et des déchets qu’elles charrient : 

• eaux continentales venant des fleuves et rivières, 
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• eaux de ruissellement des rues, lixiviats provenant des dépôts d’ordures, 
• eaux usées domestiques et des milieux hospitaliers, 
• effluents industriels. 
Il en résulte diverses formes de pollution auxquelles se sont intéressées de nombreuses 

recherches visant à les caractériser : pollution chimique (métaux lourds, pesticides, PCB) et organique 
des eaux lagunaires et des sédiments [9] [10] [11], pollution bactérienne voire organique et bactérienne 
des eaux [12], [14], [15]. En outre, des études d’impact de ces pollutions sur la faune ont été également 
entreprises [16], [17], [18]. Des études plus récentes se sont intéressées à la modélisation 
hydrodynamique des eaux de la lagune Ebrié[19] ou celle de l’évolution de la pollution chimique[20]. 
Il ressort de ces études que la lagune Ebrié est très polluée dans tous ces compartiments (eaux, 
sédiments, faune) du fait des déversements d’origine naturelle et anthropique qui s’y opèrent et dont les 
conséquences sont la perte de certains usages des eaux et la non comestibilité de la plupart de ses 
ressources. 

La présente étude porte sur le gastéropode T fuscatus radula que l’on trouve dans les eaux 
lagunaires le long de la Côte Ouest africaine, du Sénégal au Congo [2]. Selon [3], T. fuscatus, typique 
des eaux saumâtres, est un gastéropode présent en lagune Ebrié. Il peut s’accommoder de fonds 
pauvres en oxygène et vit sur des sédiments vaseux, qualifiés de « vases fines noir » [7], riches en 
débris organiques dont il se nourrit en léchant la pellicule de surface [6]. 

Des études ont montré que les mollusques accumulent les éléments-traces dans leurs tissus 
mous [21] mais également dans leurs coquilles [22]. Ainsi, du fait de leur capacité à accumuler les 
contaminants, les mollusques ont parfois été utilisés comme bioindicateurs de diverses contaminations 
dont les éléments traces [23] [24] [25]. 

Notre recherche vise à évaluer l’aptitude de par T. fuscatus radula à accumuler des éléments 
traces, en vue de son utilisation, à terme, comme bioindicateur de la pollution minérale de la lagune 
Ebrié en général, et, en particulier dans la surveillance des ETM dans le milieu naturel. 

A cet effet, le présent travail se propose de : 
1) déterminer le niveau de concentrations métalliques de Cu, Pb, Fe, Cd, Zn et Pb dans les 

tissus mous des T fuscatus radula prélevés dans des zones pollués ; 
2) investiguer les corrélations entre les niveaux déterminés et la taille des coquilles ou la 

masse de tissus mous de T. fuscatus radula, 
3) vérifier la variabilité géographique de la disponibilité des ETM au gastéropode T. fuscatus 

radula. 
 
 
Materiel et Methodes 
Choix et repérage des stations d’échantillonnage 

La position et la localisation exactes des stations d’échantillonnage sont données respectivement à la 
figure 1 et au tableau 1. Chacune d’elles a été choisie en raison de la présence d’activités socio-
économiques importantes : 

• zone de Cocody (Fig.1.b) : elle reçoit principalement les rejets domestiques des communes de 
Cocody, d’Adjamé (Williamsville et 220 logements) et de Treichville. Elle subit également, du 
fait des courants, l’influence des rejets du Pont Général de Gaulle comprenant, selon [11] des 
matières de vidange ; 

• zone de la baie de Biétri (Fig.1.c) : en aval d’une zone à forte dominante industrielle 
(alimentaire, pétrochimique, peinture, agrochimique, métallurgique), elle reçoit également les 
rejets de l’abattoir et des tanneries artisanales. 

• zone de la baie du Banco (Fig. 1.d) : zone de circulation maritime, en aval des ateliers de 
réparation des navires (CARENA), elle reçoit les rejets des ateliers métallurgiques et des huiles 
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vidanges, les rejets d’origine domestique des communes d’Attécoubé, d’Adjamé et d’une partie 
de celle de Yopougon.; 

Figure 1: Carte des stations d’échantillonnage dans la zone lagunaire Ebrié jouxtant la ville d’Abidjan 
 

 
Table 1: Coordonnées GPS des stations d’échantillonnage 
 

Coordonnées GPS zones de prélèvement Stations d’échantillonnage Longitude Lattitude 
Atté 1 W :004°02’16.8’’ N : 05°20’00.2 Attecoube Atté 2 W :004°02’35.9’’ N : 05°20’25.0 
Biétri 1 W :003°58’33.5’’ N : 05°16’01.9’’ 
Biétri 2 W : 003°58’25.9’’ N : 05°16’10.3’’ 
Biétri 3 W : 003°58’18.1’’ N : 05°16’13.3’' Bietri 

Biétri 4 W : 003°57’53.4’’ N : 05°16’08.8’' 
Cocody Blokos W :004°00’12.7’’ N : 05°19’18.9’’ 

 
Prélèvement des mollusques et prétraitement des échantillons 

Les mollusques vivants ont été collectés manuellement, nettoyés, débarrassés des débris minéraux et 
acheminés au laboratoire dans des bocaux aérés contenant de l’eau de lagune. L’espèce d’intérêt, T. 
fuscatus radula (Fig. 2) y a été isolée et vidée de son contenu gastrique après un séjour de 48 heures 
dans l’eau déionisée. 
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Figure 2: T. fuscatus radula 
 

 
Afin de permettre des comparaisons ultérieurement, les mollusques ont été répartis en cinq 

classes de tailles (tableau 2). Celles-ci sont définies après la mesure de la longueur de coquille de 
chaque spécimen (distance séparant les deux pointes extrêmes de la coquille). Une fois les mollusques 
décoquillés, les tissus mous (chair des mollusques) prélevés ont été regroupés pour faire un homogénat 
par classe et par station d’échantillonnage puis conservés au congélateur à -20 °C jusqu’à la 
minéralisation. 
 
Table 2: Constitution de classes de taille des mollusques en fonction de la longueur des coquilles 
 
Longueur des coquilles (cm) <2 [2 ; 2,5] [2,5 ; 3] [3 ; 3,5] [3,5 ; 4] ≥ 4 
Classe de taille 1 2 3 4 5 6 

 
Mise en solution des tissus biologiques (minéralisation) 

Tous les réactifs utilisés sont de pureté analytique. Tout le matériel utilisé pour la digestion a été 
trempé dans de l’acide nitrique à 5% pendant 24 h, rincé à l’eau déminéralisée, séché à l’étuve puis 
maintenu bouché ou emballé avant utilisation. Le protocole de digestion des tissus mous est celui 
proposé par le Centre d’Expertise en Analyse Environnementale du Québec [26]. 
 
Dosage des ETM dans les tissus mous 

Les ETM d’intérêt (Cu, Zn, Fe, Pb, Cd) sont alors dosés, dans les digestats obtenus, à l’aide d’un 
spectromètre d’absorption atomique de marque Thermoélémental type M6 muni d’un système 
d’atomisation à flamme et d’un correcteur au deutérium. Les longueurs d’onde de détection des métaux 
sont respectivement de 248,3nm ; 324,8 nm ; 213,9 nm ; 217,0 nm ; 228,8 nm pour Fe, Cu, Zn, Pb et 
Cd. Les limites instrumentales de détection pour Fe, Cu, Zn, Pb, Cd sont respectivement de 6 ; 3 ; 1,0 ; 
10 ; 1,5 ppb. La courbe d’étalonnage n’est validée que si le coefficient de détermination de la droite r2 
> 0,995. Pour chaque échantillon, la concentration métallique retenue est la moyenne de trois 
déterminations faites avec un temps de mesure de quatre secondes chacune. Une telle moyenne n’est 
retenue par le logiciel que si les trois déterminations différent entre elles de moins de 5%. Les taux de 
recouvrement, compris entre 90 et 110%, ont été déterminés en utilisant des solutions dopées. 
 
Traitement statistique des données 

Les traitements statistiques des données et les tracés de graphes ont été faits en utilisant les logiciel 
STATA Intercooleed dans sa version 8 (STATA CORPORATION) et le tableur EXCEL 2003. 
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Le test de Kruskal et Wallis suivi de celui de Mann-Whitney (post-hoc) ont été appliqués pour 
comparer les concentrations : 

• entre les différentes classes de taille de T. fuscatus radula (capacité d’accumulation) et 
• entre les mollusques issus de stations d’échantillonnage différentes (variabilité géographique) ; 
• entre les différents ETM dans les tissus mous de T. fuscatus radula (biodisponibilité) ; 

 
 
3.  Resultats et Discusssions 
3.1. Teneur en ETM dans la chair du tympanautonus fuscatus radula 

Les résultats présentés dans le tableau 3, donnent le niveau d’imprégnation moyen des mollusques 
(exprimés en mg/kg) ainsi que les valeurs maximales et minimales pour chaque ETM, par zone de 
prélèvement. Les teneurs moyennes en ETM de chacune des classes de taille ont été évaluées avec un 
intervalle de confiance de 95%. 
 
Table 3: Moyenne, maximum, minimum et écart-type des concentrations en ETM (mg/kg) par zone de 

prélèvement 
 

Zone  Cu Fe Zn Pb Cd 
Moy 17,416 107,491 9,293 0,048 0,046 
Min 5,811 16,975 2,046 0,007 0,007 
Max 32,477 308,458 14,612 0,178 0,173 
Sd 10,493 110,128 4,371 0,061 0,055 

Attécoubé 

Moy 16,579 74,298 15,023 2,096 0,123 
Min 7,318 23,979 8,933 0,169 0,014 
Max 24,350 223,963 24,691 4,643 0,588 
Sd 5,644 56,383 5,921 1,377 0,162 Biétri 

Moy 15,563 77,925 13,583 0,786 0,251 
Min 6,504 54,746 7,257 0,590 0,143 
Max 20,359 99,555 21,537 1,074 0,429 Cocody 
Sd 6,310 19,277 6,283 0,020 0,125 

 
Les résultats montrent que tous les échantillons analysés sont contaminés par les ETM et que 

leurs niveaux de contamination varient selon les métaux. On observe que le fer présente les plus fortes 
concentrations (de 16,975 à 308,458 mg/kg pour la zone 1 et de 23,979 à 223,963 mg/kg pour la zone 2 
et de 54,746 à 99,555 pour la zone 3), avec des moyennes respectives de 107,491, 74,298 et 77,925 
mg/kg. Les concentrations minimales et maximales pour le cuivre sont respectivement de 5,811 et 
32,477 mg/kg pour la zone d’Attécoubé, de 7,318 et 24,350 mg/kg pour la zone de Biétri et de 6,504 et 
20,359 mg/kg pour la zone de Cocody. Les autres ETM (Pd, Cd et Zn) sont en concentrations 
relativement plus faibles mais sont décelés dans tous les échantillons. 

La figure 3 présente, pour chaque ETM à l’étude (Fig.3a à 3e), la distribution de sa 
concentration en fonction de la taille de classe des mollusques. 
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Figure 3: Distribution des teneurs en ETM dans les tissus mous par classe de taille 
 

 
De manière générale, on observe que la concentration moyenne des ETM augmente lorsque la 

taille des spécimens augmente (l’indice étant fonction de la taille). Le test de la somme des rangs de 
Kruskal et Wallis montre que les concentrations observées sont significativement différentes d’une 
classe à l’autre au seuil de 5% (p< 0,05), pour tous les ETM sauf pour le plomb. On peut donc conclure 
à une bioaccumulation des ETM par T. fuscatus radula. 
 
Indice de contamination 
L’indice de contamination (IC) a été déterminé par zone de prélèvement pour chacun des ETM : 

imaleionconcentrat

imaleionconcentratICETMt

min

max
=  de l'ETM [27]. Cet indice traduit le rapport de bioaccumulation des 

ETM entre le plus jeune et le plus âgé de la population échantillonnée, mais pourrait également traduire 
la biodisponibilité des ETM dans chacune des zones. 
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La figure 4 qui présente les différents indices de contamination métallique, confirme la 
bioaccumulation par les mollusques, des ETM à l’étude. 
 

Figure 4 : Indice de contamination métallique des mollusques par zone de prélèvement et par ETM 
 

 
Dans l’ensemble des trois zones (Fig.4a), il ressort une plus grande contamination de T. 

fuscatus radula par les éléments toxiques (Cd puis Pb) que les éléments essentiels (respectivement Fe, 
Zn, Cu). Les zones de plus grande contamination (Fig. 4b) semblent être Biétri puis Attécoubé. Cocody 
reste la zone où les indices de contamination sont les plus bas pour tous les métaux. Ce classement des 
zones reflète bien le niveau de contamination probable de l’environnement lagunaire ; en effet, celui-ci 
est principalement sous influence industrielle à Biétri, mixte industrie- habitation pour Attécoubé et 
essentiellement habitation pour Cocody. 
 
3.2. Variabilité géographique des concentrations métalliques des tissus mous de T. fuscatus 

radula 

La figure 5a présente les grahes en toile des teneurs moyennes de chaque ETM dans les tissus mous de 
T. fuscatus radula des différentes stations d’échantillonnage. 

Il ressort des graphes que les teneurs en ETM des tissus mous de T. fuscatus radula varient 
d’une station à l’autre, ce qui traduit une variabilité spatiale de la contamination du gastéropode par les 
ETM. Cette observation est confirmée par l’analyse statistique ; en effet analyse de variance (Anova 
oneway) au seuil de 5 % montre que les différences observées sont significatives(p< 0,05), voire 
hautement significatives (p<0,0001). 

Le diagramme en bâtonnets (Fig. 6b) montre que les éléments essentiels (Fe, Zn, Cu) sont les 
plus présents dans les tissus mous de T. fuscatus radula au contraire des éléments toxiques. Cela est 
probablement lié aux besoins nutritionnels du gastéropode d’une part et, d’autre part, pour la survie de 
l’espèce, à la nécessaire détoxification des éléments les plus toxiques nonobstant les quantités 
présentes dans l’environnement. En effet, d’après [28], selon la stratégie développée par chaque 
organisme, la concentration des métaux dans les tissus résulte d’un équilibre entre l’accumulation, 
l’élimination et la dilution due à la croissance corporelle. 
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Figure 6: Teneurs moyennes et % en ETM des tissus mous de T. fuscatus radula par station 
 

Stations : A1= Atté1; A2= Atté2; B1= Biet1; B2= Biet2; B3=Biet3; B4= Biet4; C1= Blokos 
 

Toutes les observations précédentes suggèrent l’existence de plusieurs situations à travers 
l’espace d’étude : 

• des stations de plus grande disponibilité de certains des ETM ou de plus grande proximité avec 
des sites de déversement de ceux-ci ; c’est notamment le cas des stations B4 pour le cadmium, 
B1 pour le plomb, A1 et B1 pour le cuivre, A1 pour le fer et, dans une moindre mesure, B2 
pour le zinc ; 

• une pollution de sources multiples semble caractériser le plomb pour lequel on observe le plus 
grand nombre de stations statistiquement différentes à l’analyse des concentrations des tissus 
mous des mollusques ; 

• une origine plutôt naturelle qu’anthropique pour le zinc et le cuivre, pour lesquels la majorité 
des stations présente peu de différence significative ; 

• des stations localisées de contamination ponctuelle pourraient expliquer la grande disponibilité 
des autres ETM à des stations précises : A1 et B3 pour le fer et A1, B1 et B2 pour le cuivre et 
enfin B4 et C1 pour le cadmium. 

 
Corrélation entre les concentrations en ETM des tissus mous de T. fuscatus radula 

Afin d’examiner les corrélations entre les teneurs des différents ETM dans les tissus mous de T. 
fuscatus radula, le test non paramétrique de corrélation de rang de Spearman a été utilisé pour un 
intervalle de confiance de 95%. Les coefficients de corrélation ainsi que les p-value sont présentés dans 
le tableau 4 pour tous les paramètres. 
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Table 4: Matrice de corrélation de rang de Spearman (rho (p-value)) entre les concentrations en ETM, la 
taille et la masse de tissu mou 

 
 Cu Fe Zn Pb Cd Taille Masse 

1,0000       Cu 0,0000       
0,4663 1,0000      Fe 0,0124* 0,0000      
0,8270 0,3985 1,0000     Zn 0,0000** 0,0357* 0,0000     
0,4311 0,0123 0,6673 1,0000    Pb 0,0220* 0,9504 0,0001** 0,0000    
0,1762 0,3820 0,4176 0,3824 1,0000   Cd 0,3696 0,0448* 0,0276* 0,0446* 0,0000   
0,5634 0,4973 0,6270 0,1861 0,2092 1,0000  Taille 0,0018* 0,0071* 0,0004* 0,3430 0,2853 0,0000  
0,5532 0,3578 0,5497 0,1476 0,1722 0,8723 1,0000 Masse 0,0023* 0,0616 0,0024* 0,4536 0,3809 0,0000** 0,0000  

(*) Corrélation significative au seuil de 5%(p<0,05)  (**)  Corrélation significative au seuil de 0,01%(p<0,0001) 
 

De nombreuses corrélations sont observées. Celle mise en évidence entre la masse de tissu mou 
et la taille (longueur de la coquille de T. fuscatus radula) semble conforter notre choix de regrouper les 
mollusques par classe de taille à des fins de comparaison. Cette classification s’avère essentielle car 
nous avons constaté que la teneur de la majorité des ETM augmente avec la taille. Ainsi, les 
oligoéléments (Cu, Zn) présentent une corrélation significative ou très faiblement non significative (Fe 
avec p-value=0,0616) avec la longueur de la coquille de T. fuscatus radula. La grande dispersion des 
concentrations de Fe dans les tissus mous de T. fuscatus radula pourrait expliquer cette dernière 
observation. Par contre, les éléments toxiques (Pb et Cd) semblent, à ce niveau de concentration, n’être 
corrélés ni avec la masse de tissu mou ni avec la longueur de la coquille. 

Par ailleurs, des corrélations significatives (Zn-Fe, Zn-Cd, Cu-Fe, Cu-Pb, Fe-Cd et Pb-Cd) ou 
hautement significatives (Zn-Cu et Zn-Pb) sont observées entre les concentrations d’ETM différents 
dans les tissus mous de T. fuscatus radula. Selon [29] tous ces métaux, du fait de leur affinité avec le 
soufre, coexistent aussi bien au travers des liaisons métal-protéines existant dans les organismes 
vivants que dans les dépôts minéraux. 
 
 
Conclusion 
T. fuscatus radula est présent dans toutes les stations d’échantillonnage ; il est contaminé par les ETM 
(Fe Cu Zn Pb Cd) qu’il accumule. La teneur en ETM des tissus mous de T. fuscatus radula dépend du 
lieu de son prélèvement et de la taille du mollusque. Ces résultats (large distribution géographique du 
mollusque ; tendance à la bioaccumulation des ETM ; variabilité géographique de la contamination du 
mollusque) sont autant d’atouts plaidant pour une utilisation de T. fuscatus radula comme 
bioindicateur de la pollution de la lagune Ebrié par les ETM. Cependant les recherches doivent être 
poursuivies afin de confirmer ces tendances et de vérifier d’autres critères d’un bon bioindicateur. 
Ainsi, T. fuscatus radula doit être comparé avec d’autres bioindicateurs potentiels afin de confirmer 
son adaptabilité à la pollution métallique lagunaire quelque soit la station choisie ; en outre, il est 
nécessaire, par la recherche de corrélations, de montrer que les niveaux des concentrations des ETM 
dans les tissus mous de T. fuscatus radula sont le reflet de ceux du milieu lagunaire. 
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Abstract 
 

Acute appendicitis is a very common cause of acute abdomen in our society. The 
aim of this study was to identify the pattern of presentation of patients with acute 
appendicitis in our centre (Abia State University Teaching Hospital) and to determine the 
proportion of patients that presented with the complications of appendicitis (e.g. appendix 
mass, appendix abscess and perforated acute appendicitis with a view a view to proffering 
preventive solutions where appropriate and improving outcome. 

We studied the pattern of presentation of cases of acute appendicitis from 1995 to 
2004(10 Year period), We corroborated this with a survey among the students and staff of 
Abia - State University Teaching Hospital, to ascertain how many of them had had 
appendicectomy and how many presented with the complications of appendicitis. 

All patients admitted as surgical emergencies with a clinical diagnosis of Acute 
Appendicitis, Appendix mass/abscess, gangrenous appendix and perforated acute 
appendicitis were included in the study. The patient characteristics, clinical diagnosis and 
findings at operation were recorded on a dedicated proforma. 

Out of the 144 cases of appendicitis that presented between 1995 and 2004(10 year 
period), 64(44.4%) presented with one of the following complications e.g. appendix mass, 
appendix abscess, gangrenous appendix and perforated acute appendicitis. There were 76 
females and 68 males with a Male: Female ratio of 1:1.1, the peak age was 11-20 years. 
The negative appendectomy rate was 2%. 

Over 60% of our patients presented late (more than three days) after the onset of the 
symptoms. 

There was zero mortality but the morbidity was high (40%) had septic 
complications like wound infections, abdominal abscesses, entero -cutaneous fistulae. 

In the survey conducted , of the 540 respondents among the staff and students of 
Abia State university Teaching Hospital, 110 had had appendicectomy in the past out of 
which 36(32.7%) presented with its complications. Late presentation to the hospital results 
in increased morbidity and mortality. 

This is the bane of medical practice in our community where Poverty, Ignorance 
and preventable Diseases (the so called social ‘PIDs’) abounds. 
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There is an urgent need to improve on health education for our populace and also 
the need by the government in developing countries to strive to attain the millennium 
developmental goal so as to reduce poverty and illiteracy. 
 
 
Keywords: Appendicitis, PID, Appendix mass 

 
Introduction 
The term ‘acute appendicitis’ was coined by Reginald Fitz (Williams , 1983.) who was the Shattuck 
Professor of Pathological Anatomy at Harvard University.  He read his classic paper to the Association 
of American Physicians in June 1886: the title was ‘Perforating inflammation of the vermiform 
appendix: with special reference to early diagnosis and treatment’. He analyzed the clinical history and 
post mortem findings in 257 patients and advised on the need for early diagnosis and treatment to 
reduce the mortality seen in perforated acute appendicitis (Fitz, 1886). 

One hundred and fifteen years after this wonderful advice, it seems as if it is falling on deaf 
ears in our community as a significant proportion of our patients still present late and often present 
with the complications of an acute appendicitis. 

Appendicitis is said to be more common in urban, industrialized societies and relatively rare in 
developing countries where a less-refined, high-fiber diet is typically consumed. The decreasing rate of 
acute appendicitis in the western countries is attributed to a changing trend in the adoption of high fibre 
diet (Basta et al, 1990; Burkitt, 1971; Walker, 1980) 

In sub-Sahara Africa particularly in Aba, Abia State, Nigeria, it is presently a very common 
cause of acute abdomen (Yeboah, 2005; Mugande et al, 2004; Serengbe et al, 2002). In our 
environment the food items are varied. Most families consume large quantities of carbohydrate diet 
with high sugar content, as well as high fibre content (roughage). 

Although, the exact cause is unknown. Appendicitis is generally considered to be Sporadic, non 
- communicable disease process. Its etiological factors have long been debated. There is little or no 
seasonal variation. Dietary, genetic, and infectious or immunologic explanations for the etiology of 
appendicitis have been advanced, but it has not proven possible to implicate reliably any cause in a 
given patient (Koepsell ,1991; Brender, 1985; Barker, 1985). 

Appendicitis is primarily a disease of adolescents and young adults with a peak incidence in the 
second and third decades of life(Ricci, 1991; Primatesta, 1994).  It is very uncommon in children 
younger than 5 years and by age 70, the risk of appendicitis is less than 1 in 100 (Peltokallio, 1981). 
 
 
Patients and Methods 
First, the records of all patients with appendicitis and appendix related cases, were reviewed form 1995 
- 2004(10 years).The age, sex, duration of symptoms before presentation, operative findings and 
pathological analyses were extracted from the patients’ folders and theatre records.. Note was made of 
those who presented with appendix mass and were managed conservatively, until interval 
appendicectomy was done later. Those who were found with some other conditions of the caecum like 
carcinoma of the caecum were excluded from the study. 

Secondly in this study, a questionnaire was distributed among the students and staff of the Abia 
State University Teaching Hospital Teaching. This included medical students, student nurses, the 
nursing staff and other workers in the hospital. The questionnaire was designed to capture the 
following - age of the subject, age at which appendicectomy was carried out, whether complicated or 
not, family history of appendicitis and why those with complication reported late to the hospital. 
Results 
The total number of appendix related problems managed at the ABSUTH between 1995 and 2004(10 
yr period) was 144 (Table 1). Of this, 64(44%) patients were admitted (Table 1) with complications 
like appendix mass, appendix abscess, perforated acute appendicitis or gangrenous appendix. 
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The age range of these patients was between 10 and 50yrs (Table 2). The largest number was in 
the second and third decades. (Table 3) Negative appendicectomy rate was 2% and majority of them 
were adolescent females More females were affected than males (76 females and 68 males) M: F ratio 
1:1.1 In the survey carried out among students and staff of ABSUTH, 800 questionnaires were 
distributed. Those who responded were 540, while 501 completed the questionnaire correctly, 
(Table4.) 

The largest number of respondents was between 21 and 30 years (321) as shown in Table 5. 
Table 6 shows that the greatest number of our respondents (66) had appendicectomies between 11 and 
20 years; majority being in their teens. 

Out of the 110 respondents who had appendicectomy at one time or the other as much as 
36(32.7%) presented to their Physicians with one form of complication or the other. 

The largest being those with appendix abscess 16(44%) followed by perforated acute 
appendicitis 11 (30.6%) 
 
 
Discussion 
Appendicitis is one of the commonest surgical diseases and a leading cause of acute abdomen in many 
societies. 

Most presentations conform to the classical textbook description of initial central abdominal 
(peri-umbilical) pain, which later localizes to the right iliac fossa, with tenderness at the Mc Burney’s 
point, anorexia, nausea, vomiting and leucocytosis. 

Our findings in Aba, (south east of Nigeria, populated predominantly by the Igbos) showed that 
despite the fact, that acute appendicitis is a common non-traumatic cause of abdominal pain, as known 
in most societies, that our own patients report late. 

Over 60% of our patients presented more than three days after the onset of symptoms, some 
even presented a week or more. This accounted for the high rate of appendix mass and appendix 
abscess and perforation seen in this study (17%, 20% and 7% respectively). 

The reasons are not far fetched. Obviously the level of poverty of the people is worse now than 
previously. This started with the Structural Adjustment Programme, to the abysmal devaluation of our 
currency. Nigeria is ranked as one of the poorest countries in the world. Many of these patients could 
not afford the cost of hospital treatment; in fact many of them had gone to Private Hospitals for 
treatment but were refused surgery as a result of inability to afford the cost of hospital treatment. 

The other reason for possible late presentation of patients could also be attributed to quackery 
and self medication. Patients obtain drugs freely over the counter without prescription from a 
Physician. Their first point of contact when ill and worse still when they have abdominal pain is to the 
patent medicine dealer or quacks. They come to the hospitals only when the ill health becomes 
complicated. 

In our community, the people commonly attribute abdominal pain to PID (Pelvic Inflammatory 
Disease) and menstrual pain especially in females until proved otherwise, in which case treatment will 
be started in a non orthodox manner, before ever, the Physician is approached. 

Also it has been found that the general opinion (though wrong) is that most cases of acute 
abdominal pain are because of Peptic Ulcer Disease. These patients buy antacids first and self medicate 
before coming to the Doctor. 

The high rate of negative appendectomy in our study(2%) especially in adolescent females 
underscore the need for more thorough investigations and clinical scoring system like the Alvarado 
score to exclude other pelvic or gynaecological lesions especially where the clinical signs are 
equivocal(Alvarado,1991). 

Radiological investigations like Ultrasonography and CT scan have been shown to improve the 
diagnostic accuracy of appendicitis, but the cost effectiveness and the fact that they are not readily 
available in our community limits the use of these diagnostic tools(Horton et al, 2000; Balthazar et al, 
1991; Malone et al, 1993). 
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We observed that in 80% of those with perforation, operative and pathological findings showed 
the presence of faecoliths either in the appendix itself or in the peritoneal cavity after being dislodged 
from the appendix lumen. This probably lends credence to the fact that obstruction of the appendix 
lumen is a strong factor in the evolution of perforations (Sinanan, 1993; Bennion et al, 1995). 

The hallmarks of appendicitis with perforation are increasing intensity of abdominal pain, local 
or diffuse peritonitis, temperature elevation greater than 38°C, and tachycardia. Nonperforated 
appendicitis is not commonly associated with temperature elevation over 38°C. 

Even though in our series, there was no recorded mortality, the morbidity was high especially 
in those with complicated appendicitis and these included entero-cutaneous fistula (in 3% of cases), 
intra-abdominal abscesses (5% cases), wound sepsis (32%), prolonged hospital stay and high medical 
bills. 

The zero mortality was probably because of improved diagnosis and management in a teaching 
hospital setting, There is an urgent need for public health education of the populace once more, despite 
the poor socio-economic condition of the people. 

We do not also want to lose sight of the fact, that ours is a reference hospital, and therefore, the 
more difficult or seemingly complicated cases are referred to us. 

Acute appendicitis continues to be an important surgical entity in most communities. 
Appropriate care demands careful and early diagnosis, prompt fluid management, antibiotic 

therapy and prompt surgical intervention. 
The commonly used term “Simple appendicitis” is an out worn phrase. 
Such terms make us neglect this important acute abdominal condition and the patient reports 

late, and we allow the “sun to set” on such cases of acute abdomen and invariably the patients report 
with complications like perforation, appendix mass, appendix abscess or gangrene, as found in our 
series. 

There is an urgent need to improve on health education for our populace and also the need by 
the government in developing countries to strive to attain the millennium developmental goal so as to 
reduce poverty and illiteracy. 
 
 
Results 
 
Table 1: Frequency of appendicitis in Aba over a 10 year period 1995 – 2004. 
 

Year Number of Appendicectomies Number complicated Percentage of complication 
1995 17 10 58.9 
1996 19 6 31.5 
1997 13 9 69.2 
1998 14 7 50 
1999 16 5 31.2 
2000 14 7 50 
2001 13 4 37.7 
2002 11 4 36.3 
2003 15 6 40 
2004 12 6 50 
Total 144 64 44.4 
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Table 2: Age at Presentation 
 

Age range Number 
1 – 10 years 8 
11 – 20 years 54 
21 – 30 years 51 
31 – 40 years 17 
41 – 50 years 10 
Above 50 years 4 

Total 144 
 
Table 3: Complications at Presentation 
 
Type of Complication Percentage 
Appendix mass 12 19% 
Perforation 20 31% 
Abscess 28 44% 
Gangrenous Appendix 4 6% 
Total 64 44.4% 

 
Table 4: Response to survey 
 

Questionnaire distributed 800 
Number of Respondents 540 
Number of those who completed the form correctly 501 

 
Table 5: Age Range of Respondents 
 

Age Number % 
0-10 0 0 
11-20 53 10.7 
21-30 321 63.9 
31-40 70 14. 
> 40 57 11.4 
Total 501 100 

 
Table 6: Age at which Appendectomy was carried out in those who responded to the survey 
 

Age Number % 
0-10 10 9.1 
11-20 66 60.0 
21-30 28 25.5 
31-40 5 4.5 
>40 1 0.9 
Total 110 100 
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Abstract 
 

Faba bean is one of the crop species cultivated in Algeria because their ecological, 
alimentary and natural fertilizer interests. The changes observed in the agricultural soils 
conclude to a salinization of the root zone caused by the important ionic accumulation 
resulting from the irrigation waters. In this case, the plants release various mechanisms for 
example the osmotic adjustment under the ionic control for their adaptation to this new 
ecological state.In the order to understand the salt tolerance mechanism of the plants, this 
study proposes an analysis of the Na+, K+ and Ca++ cations in the organs of the young faba 
bean (Vicia faba L.) plants in response to 300 and 400 meq of NaCl+CaCl2.l-1 of nutritious 
Hoagland solution and seawater stress. Results indicate that Na+ accumulates significantly 
in the leaves and the stems while the roots impoverish dramatically when the salinity 
concentration of the middle increases. So,the leaves grew riched strongly on K+ under 
NaCl+CaCl2 and seawater stress; the K+ amount rises in the roots only for the plants 
receiving 300 meq of NaCl+CaCl2, then it reduces under high salinity and seawater 
treatments. In return, Ca++ accumulates from the roots to the leaves with the increasing of 
the salt concentration; the Ca++amounts remain significant in the stems and the leaves with 
regard to the roots only for the plants stressed with high salinity (400 meq of NaCl+ CaCl2 
and seawater) and comparatively to the all organs of control plants. On the other hand, the 
ratio K+/Na+ used as a parameter to appreciate the plant tolerance to the salinity, fluctuates 
according to the salt treatment and the organ of the plant; the ratio enhances when the 
salinity of the medium increases while for the stems, it becomes higher until 400 meq of 
NaCl+CaCl2. 
 
 
Keywords: Salt stress, NaCl+CaCl2, seawater, cations, adaptation, faba bean. 

 
Introduction 
Selon la FAO (2005), 20% des terres irriguées sont affectées par le phénomène de la salinisation dans 
le monde; l’Algérie fait partie depuis longtemps de ces régions avec 3 millions d’hectares 
(Szabolcs,1994).Ces changements de l’écosystème, signalés dans les zones du bassin méditerranéen 
(Levigneron et al., 1995), constituent incontestablement un facteur limitant pour la biodiversité 
végétale notamment pour les plantes cultivées.Dans ces sols, les plus importantes perturbations sont 
enregistrées au niveau de la rhizosphère (Binzel et Reuveni,1994) à cause de fortes accumulations de 
sels dans les eaux d’irrigation (Berthomieu et al.,2003).Ces perturbations proviendraient de l’excès de 
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cations comme le Na+ (Abdelkader et Saleh,2002;Wahid,2004) créant un déséquilibre ionique affectant 
la balance nutritionnelle au niveau du sol (Sairam et Tyagi,2004) et de la plante (Belkhodja et 
al.,2000). Dans ces sols, la salinité devient une menace permanente pour de nombreuses espèces 
végétales (Gupta et Sharma,1990), affectant la croissance de la plante (Liu et Zhu,1998) notamment 
pour la plupart des glycophytes (Hamdy et al.,2002;Belkhodja et Bidai, 2004) et la production agricole 
(Pitman et Lauchli, 2002). La salinité joue un rôle important dans l’existence et la distribution des 
plantes; à la différence des halophytes poussant mieux sur un sol riche en sels (Abdelkader et Saleh, 
2002), les glycophytes sont exposées à des modifications de leur comportement 
physiologique,biochimique,hormonal,moléculaire et minéral selon le degré de salinité dans le milieu 
(Shabala et al., 2005; Martinez et al.,2007).Dans ces conditions, la plante, exposée à la contrainte 
saline, déclenche des mécanismes de tolérance ou une réaction d’adaptation (Kumar et al., 1994; 
Flowers, 2003) lui permettant de faire face à cette nouvelle situation du milieu et poursuivre sa 
croissance (Belkhodja, 2004).Cette réaction d’adaptation se traduit par la mise en place d’un 
ajustement osmotique interne (Niu et al., 1995; Rehman et al., 2002; Munns, 2005) grâce à la présence 
d’ions (Parida et Das,2005), contribuant à une réduction des pertes d’eau et au maintien de la 
turgescence cellulaire (Garg et al.,2002; Moinuddin et al., 2005). Divers critères sont possibles pour 
évaluer la réponse des plantes à la salinité dont leur statut ionique. Alem et Amri (2005) notent que le 
contrôle de l’exportation et de la répartition des ions dans la plante est un critère déterminant de la 
tolérance au stress salin.Parmi les ions, les Na+ et K+ jouent un rôle clef dans le processus 
d’osmorégulation de la cellule et accompagnent les anions organiques dans leur accumulation et leur 
migration (Moinuddin et al., 2005). Aux Na+ et K+, s’implique le Ca++, en assurant une fonction clef 
dans le signal de la réponse au stress conduisant à l’adaptation de la plante (Fernandez-Balester et al., 
1997; Yokoi et al.,2002). Cette adaptation peut être plus liée au caractère de sélectivité ionique du ratio 
K+/Na+ utilisé comme un index de la tolérance à la salinité pour de nombreuses espèces (Shannon et 
Noble, 1995; Asch et al., 2000; Quian et al., 2001). 

Ce travail s’oriente vers une analyse de l’influence de la salinité sur la réponse minérale de 
jeunes plantes d’une légumineuse, la fève (Vicia faba L.), espèce à divers intérêts aux plans 
écologiques, alimentaires (Polignano et al., 1991) et comme fertilisant grâce à la fixation symbiotique 
de l’azote (Dordjevic et al., 1989). 

Pour évaluer la variabilité minérale de la fève (Vicia faba L.) au stress salin, nous proposons 
d’abord une analyse des variations ioniques à travers le processus d’accumulation des cations Na+, K+ 
et Ca++ dans les organes de jeunes plantes stressées au NaCl+CaCl2 et à l’eau de mer. Ensuite, seront 
examinés les ratios K+/Na+ de chaque organe et les ratios de la teneur ionique foliaire sur la teneur 
ionique racinaire pour l’évaluation du caractère inclusif et /ou exclusif de la fève. 
 
 
Matériel et Méthodes 
Matériel végétal 

Les expérimentations sont menées sur des graines de la fève Vicia faba L. fournies par l’IDGC (Institut 
de Développement des Grandes Cultures) de Sidi bel Abbés (Algérie).Les graines ont séjourné dans un 
réfrigérateur à 7°C pendant longtemps pour la levée de dormance. 
 
 
Méthodes 
Avant le semis, les graines sont désinfectées dans une solution d’hypochlorite de sodium à 8% durant 
trois minutes et rincées plusieurs fois à l’eau distillée pour éliminer toutes traces de chlore. Après 
germination en boîte de Pétri, les plantules sont transférées dans des pots en plastique (15 cm de 
diamètre,20 cm de hauteur) remplis de 2 kg d’un mélange de sable et de tourbe (2V/V) et déposés en 
salle de culture à la température ambiante sous une photopériode de 12 h. Les plantules sont arrosées 
tous les deux jours à la solution nutritive de Hoagland (1938).Au stade 5 feuilles,les plantes témoins 
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reçoivent la solution nutritive, un lot de plantes est stressé à 300 et 400 meq de NaCl+CaCl2 (V/V) par 
litre de solution nutritive, un autre lot est arrosé à l’eau de mer. Après 6 semaines,les plantes sont 
récoltées,les feuilles,tiges et racines sont séparées,pesées,enveloppées dans du papier aluminium puis 
étuvées durant 48 heures à 80°C. Les échantillons sont broyés puis 1g de poudre de chaque échantillon 
est incinéré à 450 °C dans un four à moufle durant 4 heures.La cendre est dissoute dans 5 ml d’HCl 
(2N), chauffée durant 10 mn, filtrée à l’aide d’un filtre sans cendres et le volume est amené à 100 
ml.De la solution obtenue, les Na+ et K+ sont dosés par photométrie de flamme (Flame Photometer 
Cornning 400) respectivement à 590 µm et 760 µm. Le Ca++ est analysé par spectrophotométrie 
d’absorption atomique à la longueur d’onde de 422,7 nm. 

Les teneurs en Na+, K+ et Ca++ (µg.mg-1de PS) sont analysées à l’aide du test de Fisher à P = 
5%. 
 
 
Résultats 
1. Variations des cations dans les plantes sous stress salin 

Teneurs en Na+ dans les différents organes 
La figure 1 montre que le Na+ migre remarquablement vers le système aérien sous la contrainte salin. 
Ce cation s’accumule davantage lorsque la concentration du milieu augmente soit sous stress au 
NaCl+CaCl2 ou à l’eau de mer.En effet, sa teneur passe significativement de 0.52 µg. mg-1 de PS dans 
les feuilles des plantes témoins à 4.33 et 5.52 µg.mg-1 respectivement dans celles des plantes stressées 
à 300 et 400 meq NaCl+ CaCl2; sous le traitement à l’eau de mer, la teneur en Na+ foliaire représente 
environ douze fois plus celle des feuilles témoins (6,06 contre 0,52 µg.mg-1 de PS). Le Na+ reste 
toutefois plus important dans les tiges que dans les feuilles sans différences significatives des teneurs 
entre les deux organes,teneurs en Na+ examinées à l’aide de l’analyse de la variance grâce au test de 
Fisher à P= 5% (tableau 1). 

En revanche, les racines sont plus appauvries en ce cation même si l’on observe une sensible 
accumulation sous le traitement salin au NaCl+CaCl2 significative (2,87 et 2,58 µg.mg-1 de PS sous 
300 et 400 meq de NaCl+CaCl2 par rapport aux racines des plantes témoins (0,67 µg.mg-1 de PS). 
 
Figure 1: Teneurs en Na+ (µg.mg-1 de PS) dans les différents organes des plantes de la fève Vicia faba L. 

âgées de 6 semaines sous stress salin au NaCl+CaCl2 et à l’eau de mer. 
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Table 1: Test statistique de signification de Fisher (P=5%) des teneurs en Na+ (µg.mg-1de PS) des organes de 
jeunes plantes de la fève Vicia faba L.stressées au NaCl+CaCl2 et àl’eau de mer. 

 
 Témoin 300 meq 400 meq Eau de mer m ± ó 
Feuilles 0.52±0.16 4.33±0.50* 5.52±1.14* 6.06±0.87* 4.10±2.49 
Tiges 0.87±0.39* 5.62±1.23* NS 6.59±1.02* NS 7.45±0.61*NS 5.13±2.93 
Racines 0.62±0.03 NS 2.87±0.30*** 2.58±0.35*** 1.31±0.39NS** 1.85±1.04 
m ± ó 0.67±0.18 4.27±1.37 4.89±2.07 4.94±3.21  

* Effet salinité significatif sur les teneurs en Na+ par rapport aux plantes témoins à au seuil 5%, 
** Effet organe sur les teneurs en Na+ par rapport aux feuilles sous chaque traitement, NS effet non significatif, m ± σ = moyenne statistique associée à 
l’écart type 
 
Teneurs en K+ dans les différents organes 
Le K+ s’accumule plus dans les feuilles lorsque la salinité du milieu augmente; la teneur varie 
pratiquement du simple à cinq à sept fois plus celle du K+ analysé dans les feuilles des plantes stressées 
au NaCl+CaCl2 ou à l’eau de mer (fig.2). La charge en ce cation dans les feuilles reste 
significativement élevée par rapport aux feuilles des plantes témoins. Ce cation fluctue peu dans les 
tiges si bien que les teneurs chez les plantes témoins et celles exposées à 300 meq de NaCl+CaCl2 et à 
l’eau de mer sont très voisines (0,79 pour respectivement 0,74 et 0,82µg.mg-1 de PS).Par contre, dans 
les racines, le K+ s’accumule jusqu’à un maximum de 1,12 µg.mg-1 de PS sous le traitement à 300 meq 
de NaCl+CaCl2 par rapport au témoin; dès que la concentration du milieu augmente, le taux 
d’accumulation de ce cation atteint 76,78% dans les racines des plantes soumises à 400 meq de 
NaCl+CaCl2 alors qu’il n’est que de 50% dans les racines nourries à l’eau de mer comparativement à 
l’effet du traitement au NaCl+CaCl2 à 300 meq (0,86 et 0,56 µg.mg-1 contre 1,12 µg.mg-1 de PS). 
 
Figure 2: Teneurs en K+ (µg.mg-1 de PS) dans les différents organes des plantes de la fève Vicia faba L. âgées 

de 6 semaines sous stress salin au NaCl+CaCl2 et àl’eau de mer. 
 

 
L’analyse statistique (tableau 2) montre que la salinité agit significativement sur l’accumulation 

du K+ singulièrement dans les feuilles comparativement aux feuilles des plantes témoins; cette 
différence dans la richesse en K+ s’exprime de nouveau en faveur des feuilles par rapport aux tiges et 
aux racines seulement en présence de 400 meq de NaCl+CaCl2 et à l’eau de mer. 
 
Table 2: Test statistique de signification de Fisher (P = 5%) des teneurs en K+ (µg.mg-1 de PS) des organes de 

jeunes plantes de la fève Vicia faba L. stressées au NaCl +CaCl2 et àl’eau de mer. 
 
 Témoin 300meq 400meq Eau de mer m ± ó 
Feuilles 0.25 ±0.34 1.31±0.38* 1.56±0.52* 1.61±0.41* 1.18±0.63 
Tiges 0.79±0.35* 0.74±0.31 NS** 0.28±0.12**** 0.82±0.28 NS** 0.65±0.25 
Racines 0.30±0.32 NS 1.12±0.52* NS 0.86±0.17*** 0.56±0.29 NS** 0.71±0.35 
m± ó 0.44±0.29 1.05±0.29 0.90±0.64 0.99±0.54  
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Teneurs en Ca++ dans les différents organes 
Le Ca++ s’accumule rapidement dans les parties aériennes pour y doubler sous l’effet de la salinité à 
300 meq de NaCl+CaCl2 (2,38 et 2,50 µg.mg-1 PS respectivement dans les feuilles et les tiges contre 
1,29 et 1,23 µg.mg-1 PS pour le témoin) ; alors que la teneur en ce cation quadruple dans les mêmes 
organes quand la salinité passe à 400 meq de NaCl+CaCl2 et à l’eau de mer (fig.3). En outre, il 
convient de remarquer que lorsque les plantes sont arrosées à la solution saline à 300 meq, la charge en 
Ca++ reste sensiblement élevée dans les tiges que dans les feuilles dans µg.mg-1 PS. Le phénomène 
inverse est observé sous l’influence du traitement à 400 meq et à l’eau de mer. Au niveau 
racinaire,l’accumulation du Ca++ est fortement ralentie dans le milieu enrichi à 400 meq de 
NaCl+CaCl2 et à l’eau de mer; le taux d’accumulation varie autour de 50% sous les deux traitements 
comparé au témoin et au traitement à 300 meq de NaCl+CaCl2. 
 
Figure 3: Teneurs en Ca++ (µg.mg-1 de PS) dans les différents organes des plantes de la fève Vicia faba L. 

âgées de 6 semaines sous stress salin au NaCl+CaCl2 et à l’eau de mer. 
 

 
L’analyse statistique (tableau 3) met en évidence une réponse significative de l’effet de la 

salinité sur l’accumulation du Ca++ notamment pour les feuilles et les tiges des plantes recevant la 
salinité à 400 meq et à l’eau de mer; alors que la salinité à 300 meq de NaCl+CaCl2 ne modifie pas le 
comportement calcique des plantes dans les différents organes lorsque l’on observe les teneurs en Ca++ 
enregistrées comparées à celles des plantes témoins. Les teneurs en ce cation n’accusent pas de 
différences significatives entre les feuilles et les tiges quel que soit le traitement. 
 
Table 3: Test statistique de signification de Fisher (P=5%) des teneurs en Ca++ (µg.mg-1 PS) des organes de 

jeunes plantes de la fève Vicia faba L.stressées au NaCl +CaCl2 et à l’eau de mer. 
 

 Témoin 300 meq 400 meq Eau de mer m ± ó 
Feuilles 1.29±.035 2.38±0.54 NS 4.83±0.59 * 4.97±1.03* 3.36±1.82 
Tiges 1.23±0.17 NS 2.50±0.33 NS NS 3.85±0.63* NS 4.00±0.91* NS 2.89±1.29 
Racines 1.78±0.21* 1.57±0.58 NS** 0.71±0.45**** 0.61±0.36**** 1.16±0.59 
m ± ó 1.43±0.30 2.15±0.50 3.13±2.15 3.19±2.28  

 
2. Ratio  K+ / Na+ selon les différents organes 

La figure 4 montre que les ratios K+/Na+ calculés pour les plantes témoins donnent des valeurs plus 
élevées pour les tiges (0,90); alors qu’ils s’équilibrent entre les feuilles et les racines (ratio de 0,48 pour 
chacun des organes). Sous les traitements salins, les tiges sont affectées par les valeurs de ratios les 
plus basses par rapport au témoin (0,13, 0,04 et 0,11 respectivement sous 300, 400 meq de sels et à 
l’eau de mer); ces ratios baissent sensiblement pour les feuilles lorsque la salinité augmente de 
concentration. Pour les racines, les ratios s’atténuent sensiblement sous stress au NaCl+CaCl2 pour 
augmenter de nouveau sous alimentation des plantes à l’eau de mer (0,42). 
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Figure 4: Ratios K+ / Na+des feuilles, tiges et racines de jeunes plantes de la fève Vicia faba L. âgées de 6 
semaines stressées au NaCl+CaCl2 et à l’eau de mer. 

 

 
3. Ratios des teneurs cationiques des feuilles/ teneurs cationiques des racines 

Les ratios des teneurs cationiques de la partie foliaire et celles de la partie racinaire expriment 
nettement l’influence de la salinité (fig.5). En effet, pour les plantes témoins les valeurs des ratios 
calculées pour les cations Na+, K+ et Ca++ sont très voisines; il faut noter dans ce cas que chacun des 
ratios montre une tendance vers l’équilibre cationique entre la partie aérienne et la partie racinaire 
 
Figure 5: Ratios Na+ feuilles/Na+ racines; K+feuilles/K+racines;Ca++ feuilles/Ca++racines de jeunes plantes de 

la fève Vicia faba L. stressées au NaCl+CaCl2 et à l’eau de mer. 
 

 
pour chacun des cations. Néanmoins, dès que les plantes sont sous stress salin, les ratios respectifs vont 
au-delà de l’unité révélant l’expression de la sélectivité beaucoup plus au niveau foliaire que vers le 
système racinaire. Il faut remarquer que des différences importantes dans l’évolution des ratios quel 
que soit le cation sont observées avec l’augmentation de la concentration du milieu. Les ratios les plus 
élevés sont signalés pour le Ca++ sur les plantes traitées à 400 meq de NaCl+CaCl2 et à l’eau de mer, 
soit des valeurs de ratios respectives de 6,80 et 8,14 ce qui représente environ 9 à 11 fois la valeur du 
ratio calculé pour les plantes témoins (0,72). Pour les ratios Na+, leurs valeurs, sous les traitements à 
400 meq et à l’eau de mer, passent de 2,5 fois à 5,5 fois celles enregistrées pour les plantes témoins 
(2,13 et 4,62 contre 0,83). Par contre les ratios des teneurs en K+ foliaire sur les teneurs en K+ racinaire 
progressent lentement lorsque le milieu de culture devient de plus en plus salé; les ratios K+ 

0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

1

Témoin 300 meq 400 meq Eau de mer
salinité

ra
tio

 K
+/

N
a+

Feuilles Tiges Racines

0
1
2
3
4
5
6
7
8
9

Témoin 300 meq 400 meq Eau de mer
salinité

ra
tio

s c
at

io
ni

qu
es

 fe
ui

l/ 
ra

ci
. Na+F /Na+R K+ F/K+ R Ca++F/Ca++R



651 Rabah Chadli and Moulay Belkhodja 

 

augmentent environ de 2,5 fois sous la salinité au NaCl+ CaCl2 à 3,5 fois sous le traitement à l’eau de 
mer. 
 
Table 4: Ratios des teneurs ioniques des feuilles/ teneurs ioniques des racines des plantes de la fève Vicia 

faba L. selon la salinité du milieu. 
 

Cations Feuilles/Cations Racines  Témoin 300 meq 400 meq Eau de mer 
Na+

F / Na+
R 0.83 1.50 2.13 4.62 

K+
F / K+

R 0.83 1.16 1.81 2.87 
Ca++

F / Ca++
R 0.72 1.51 6.80 8.14 

 
La comparaison entre les ratios (tableau 4) pour chaque traitement montre que pour les plantes 

non stressées, les valeurs des ratios n’affichent pas de différences importantes puisque les ratios Na+ et 
K+ donnent les mêmes valeurs sinon le ratio baisse pour le Ca++.Sous le traitement à 300 meq de 
NaCl+CaCl2, les valeurs des ratios entre les cations ne varient pas alors que sous 400 meq de 
NaCl+CaCl2, le ratio Ca++ triple par rapport au ratio Na+ (6,80 contre 2,13) et augmente de 1,5 fois 
(8,14 contre 4,62) sous le stress à l’eau de mer. 
 
 
Discussion et Conclusion 
Les résultats que nous venons de décrire sur l’analyse des cations monovalents et bivalents comme les 
Na+, K+ et Ca++ suggèrent une variabilité cationique de la réponse de la fève Vicia faba L. comme un 
bon marqueur physiologique au stress salin. En effet, l’apport de la solution saline au NaCl+CaCl2 ou à 
l’eau de mer provoque une migration du Na+ dans les parties aériennes avec une forte accumulation 
dans les tiges des plantes. Dans les racines, le Na+ atteint son maximum à salinité modérée (300 meq 
de NaCl+CaCl2), alors que sous stress salin sévère (400 meq et à l’eau de mer), son accumulation 
ralentit lentement. En revanche, le K+ se compartimente préférentiellement dans les feuilles à des 
teneurs significativement élevées lorsque la salinité du milieu augmente; dans les racines, ce cation est 
au maximum sous stress modéré puis s’atténue à fortes concentrations en sels. Le Ca++ s’accumule 
dans le sens racines tiges feuilles des plantes avec une charge calcique très importante dans les tiges et 
les feuilles sous stress salin sévère alors qu’il n’est présent qu’à l’état de traces dans les racines. Divers 
travaux rapportent que le transport du Na+ et son accumulation dans les feuilles peuvent causer la 
toxicité chez les plantes glycophytes (Niu et al.,1995; Davenport et Tester,2000). Nos résultats 
montrent que ce cation a tendance à s’accumuler beaucoup plus dans les tiges que dans les feuilles des 
plantes de la fève; cette forme de séquestration du Na+ en excès dans les tiges implique une 
haloprotection foliaire d’une forte charge de ce cation atténuant ainsi l’effet de toxicité (Guillermo et 
al.,2001;Gama et al., 2007). Outre, cette réduction de la toxicité résulte de la présence importante de 
K+ signalée dans les feuilles et de l’accumulation du Na+ dans les tiges. Cette sélectivité du K+ sur le 
Na+ suggère le caractère exclusif du Na+ observé chez les glycophytes (Tester and Davenport,2003; 
Caitlin et al.,2007) mécanisme conférant la tolérance de la fève à la salinité. Cette tolérance peut se 
justifier par l’accumulation préférentielle du K+ dans les feuilles contre les hautes teneurs en Na+ 
(Zaman et al.,2005), par le rôle du K+ dans l’ajustement osmotique cellulaire (Rodriguez et 
Rubio,2006) et dans le maintien d’un ratio K+/Na+ élevé nécessaire pour la photosynthèse (Allen et 
al.,1995;Munns et al.,2000), ratio clef de la tolérance des plantes à la salinité (Maathuis et 
Amtmann,1999; Chinnusamy et al.,2005), amélioré par la présence du Ca++ dans le milieu (Cramer et 
al.,1985). Les résultats indiquent que les ratios K+/Na+ sont élevés pour les feuilles et les racines des 
plantes de la fève sous la contrainte saline quelle que soit la concentration du milieu ce qui conduit à 
une sélectivité ionique plus importante au niveau des deux organes grâce à un contrôle racinaire 
probable du transport du Na+ vers les feuilles (Yeo et al.,1999). Le caractère exclusif est confirmé par 
les ratios des teneurs cationiques foliaires/teneurs cationiques racinaires spécifiquement pour le Ca++; 
les ratios pour ce cation bivalent augmentent en effet avec la concentration en sel du milieu et restent 
plus élevés comparativement aux ratios calculés pour le Na+ et le K+ quel que soit le traitement salin. 
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La responsabilité physiologique du Ca++ n’est donc pas à exclure; sa forte compartimentation 
exclusivement dans les tiges et les feuilles de la fève stressée à haute salinité (400 meq de NaCl+ CaCl2 
et à l’eau de mer) atténuerait l’effet toxique du Na+ et participerait au maintien de la sélectivité du K+ 
sur le Na+ au niveau de la membrane plasmique comme le rapportent Zhong et Lauchli (1994) sur le 
coton. Selon Lauchli (1990), l’addition du Ca++ dans le milieu de culture améliore la tolérance à la 
salinité chez les glycophytes en soutenant le transport du K+ (Zhu,2001;James et al.,2006) via la 
sélectivité des canaux potassiques (Reid et Smith,2000;Tester et Davenport,2003) et des canaux 
calciques (Sanders et al.,1999), le Ca++ agissant comme un second messager de l’ABA contrôlant la 
fermeture des stomates sous stress abiotiques (Hartung et Jeschke,1999;Schroeder et al., 
2001).L’interaction cationique (Ca++) et hormonal (ABA) dans l’appréciation de la tolérance de la fève 
au stress salin sera l’objectif de notre prochaine recherche. 
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Abstract 
 

Artificial Neural Networks in time series prediction generally minimize a 
symmetric statistical error, such as the sum of squared errors, to learn relationships from 
the presented data. How ever, using other capabilities such as recursive Neural Networks 
causes more precision forecasting system. We can use such the systems to prediction of 
real time series such as weathering, business, traffic and etc. In this study, we will consider 
a recursive Neural Network to predict the Mackey-Glass time series. The effective 
parameters will be considered to obtain the best results. The learning method for recursive 
Neural Network is Back-Propagation and the system will be under learning until the error 
converges to its limit. This limit is defined by negative exponential behavior of error. 
 
 
Keywords: Recursive Neural Network, time series, Mackey-Glass- back propagation 

learning. 
 
1.  Introduction 
Neural networks have been successfully applied to many different problems such as time series data 
forecasting, pattern recognition, optimization, classification, and etc.[1-5]. This is due to the versatility 
of a multilayer feed-forward neural network in approximating an arbitrary static non-linearity and the 
computational efficiency of the back-propagation learning algorithm. In many of Neural Networks, 
there are some single feed forward layers, which are connected to each other in a line, and the 
complexity of system is not enough to predict the high degree systems. Thus we are forced to increase 
the total layers of Neural Network and the number of internal functions in each layer to increase the 
complexity of Neural Network. In many cases, this will causes instability of closed loop system. In this 
study, we use a new recursive Neural Network (RNN) with special layers to solve such problems. In 
this paper we use internal feedback to increase the complexity of Neural Network and we will consider 
the result of simple Neural Network. 

The new RNN has special feed forward and feed back (learning) formula. Thus we will 
consider the related formula to achieve the complete RNN. 

The case study of this paper is Mackey-Glass time series. This time series is a flexible time 
series which we can determine its complexity with a simple coefficient. We will use proper complexity 
for this time series to avoid overlaps in the predictions. The results are evaluated and the efficiency of 
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Neural Network is optimized. In this paper simulations and the plots are provided using MATLAB 
software. 
 
 
2.  Literature Review 
Application of Neural Networks in Prediction of time series, pattern recognition, and optimization is an 
attractive subject due to its simplicity, and universality. The traffic prediction and modeling of MPEG 
video sources [1] is done by recursive Neural Networks, which uses the simple Neural Network (non- 
internal feed back) and uses more complex internal functions to increase the efficiency of system. It 
uses the Reduced Gradient method for learning the parameters of Neural Network and uses time 
delayed-desired-output as input vector. 

Market clearing price Prediction [3] is done by Multilayer perceptron (MLP) network and has a 
Back Propagation learning method. It uses the single line Neural Network and increases the complexity 
by Kalman Filter Method. As it seen, the simple Neural Network has not enough complexity to achieve 
the normal behavior, thus in any study, we should take a strategy to increase the complexity of Neural 
Networks. 

In [4] the Prediction of geometric activity is done by Neural Networks. The learning method is 
Back Propagation and uses local holder exponents. In [5] the global modeling by recurrent Neural 
Network is considered. Using Compensatory Neuron Model (CNM) it achieves the fully recurrent 
neural network, and using Jordan Recurrent Neural Networks, a complex Neural Network is obtained 
which is used for prediction of Mackey-Glass time series. 

In the references [1-5], a Neural Network does the prediction of a time series. But in each of 
them, a special method is used to achieve the best results, but all of them are meaning increasing the 
complexity of Neural Network. In this study, we use the internal feedback and convert the Neural 
Network to a Recursive Neural Network (RNN) to obtain the best complexity. 
 
 
3.  Mackey-Glass Time Series 
We have considered the time series generated by the Mackey-Glass [15] discrete time equation 
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Time series is generated assuming random initial conditions. For clearance of behavior of time 
series, for 3 values for time constant, 500 data samples are generated and are shown in Fig. (1). As 
shown in this figure, according to increasing the time constant, complexity of time series increases and 
periodic behavior of time series decreases. The first curve shows the minimum time constant (equal 5 
seconds) and it has a periodic behavior. The second curve shows the time constant equal 20 seconds, 
and the periodic behavior is decreases and nonlinear behavior is increases. The third curve has time 
constant equal to 40 seconds, and the periodic behavior is completely reduced and the system has 
maximum complexity. Thus, we use time constant equal 40 seconds to obtain more complexity in time 
series. 
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Figure 1: Mackey Glass time series behavior 
 

 
 
4.  Recursive Neural Network 
The Recursive Neural Network (RNN) has structure as shown in Fig. (2). We use a RNN with 2 layer 
and use a feed back layer which increases memory of the system, Because the values of next step 
affects on the current step. Also the functions used in the feed back layer causes high complexity of 
RNN. Effects of the number of layers and number of transfer function in each layer will be discussed 
later. Also the effects of other parameters such as learning factor and etc. will be considered. The 
transfer function used in the RNN is exponential and has equation as follow. 
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The learning rule of the RNN is Back Propagation and the structure of learning rule is brought 
in Fig. (3). 
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Figure 2: RNN structure 
 

 
 

Figure 3: Back Propagation structure. 
 

 
The feed forward equation of RNN is listed and noted according to structure above. 
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The Back Propagation learning rules are listed here. Sum of the squared error is used as cost 
function. 
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Thus, according to Back Propagation learning rule we have: 
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As shown here, the RNN has a recursive- high complex structure with internal memory. This 
structure helps to minimize the error of prediction of high complex systems. 
 
 
5.  Simulation Results 
In this case study, we compare the RNN with a simple Neural Network (NN). The simple NN can be 
obtained by reducing W4 from RNN. At first step, we use 5 input (dimension of X1) and dimension 8 
and 6 for layer 1 and 2. We will train the network with 20000 data sample to ensure the RNN will be 
converges to optimum values of parameters. Because of feedback of RNN, this system has high 
complexity and thus, it has high sensitivity to the parameters. Therefore an unsuitable value for 
training factor η may cause the system to be unstable. In table (1) the results of various training factor 
is shown. We use variance of error to compare the efficiency of RNN. For uniformity of results, we 
will calculate the last 1000 data samples. 
 
Table 1: effects of η on RNN error 
 
η(p) 0.05 0.05 0.05 0.05 0.1 0.01 
η(w) 0.1 0.3 0.4 0.5 0.4 0.4 
Error 0.002 2.8e-4 3.5e-4 NAN NAN NAN 

 
Table (1) guide us that η(p) (means training factor for P parameters) should be small. Because 

the sensitivity of P parameter is high and it can make the RNN to be unstable. Thus we will choose it 
equal 0.05. Also the η(w) (means training factor for W parameters) has less sensitivity and its value 
may be chosen more larger. It may vary 0.1 to 0.5 to obtain a stable and trained network. Thus we will 
choose it equal 0.3. In Fig. (4), behavior of RNN is shown. The second figure is simultaneous plot of 
output and desired value, which have overlap. 
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Figure 4: behavior of RNN 
 

 
If the feedback W4 reduced from RNN, we will have the simple NN. In this case the 

complexity of NN will decrease. Table (2) includes the effects of various training factors on the NN 
error. In Fig. (5), behavior of NN is shown. The structures of two Neural Networks are identical and 
there is no difference between number of layers and dimension of layers. This will help us to compare 
two Neural Networks. As shown in table (1), (2) in identical cases, the error of RNN is about 0.1 of 
NN error and the tracking of desired value in RNN is better than NN. 
 
Table 2: effects of η on NN error 
 
η(p) 0.05 0.05 0.05 0.05 0.1 0.01 
η(w) 0.1 0.3 0.4 0.5 0.4 0.4 
Error 0.005 0.002 0.003 NAN NAN NAN 
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Figure 5: behavior of NN 
 

 
 
6.  Conclusions 
Using artificial systems in time series prediction is very usual, because of high performance and 
simplicity of structure. In this study, two Neural Networks has been considered. The first is RNN, 
which is obtained by adding an internal feedback to a simple NN to achieve high complexity and the 
other is a simple NN. Both of the Neural Networks are identical and have similar layers so the 
efficiency of them has been compared. The case study is a Mackey Glass time series with high 
complexity (τ = 40 seconds). Tracking of high complex systems, need high complex Neural Network. 
We can achieve that by either adding some layers to Neural Network, which causes the NN to be 
unstable, or increase the complexity of NN by internal feedback. RNN is more sensitive and it could be 
easily unstable rather than simple NN. But by choosing correct values for training factor, if the RNN 
converges, it would has better result than simple NN. In particular, both of the weights and parameter 
of transfer functions are trained so that the network output, after the adaptation, is approximately equal 
to the real value. In this paper we have studied the simple NN and RNN. The RNN has better behavior 
and the tracking error of RNN was about one tenth of simple NN. 
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Abstract 
 

INTRODUCTION: the inclusion of a malformed parasitic twin (homunculus) in the body 
of its partner (autosite) is an age long mystery first reported by Meckel in 1800. There has 
been several postulated embryogenetic mechanisms such as defective twinning, genetic 
imperfect embryo and the defective implantation that explained the variable locations and 
the degrees of organ differentiation. 
OBJECTIVE: retrospectively review the epidemiology, embryogenesis, pathology, 
presentations and management of this rare condition to bridge the gap in knowledge of the 
reported cases to date. 
METHODS: electronic search of the abstracts and article of all available reported cases of 
fetus in fetu was carried out and analysis done. 
RESULTS: a total of 160 cases have been reported, majority (25.6%) of which originated 
from Asia, Europe (16.3%) and North America (16.3%). The age at diagnosis ranges from 
16 weeks in utero to the oldest at 47 year. The male to female ratio is 2:1. Nearly all body 
parts have been identified. Acardiac and anencephaly are features in over 95% of cases. 
While intra-abdominal is the commonest location. Radiology is paramount to the diagnosis. 
CONCLUSION: The advents of modern imaging methods have enhanced the early and 
improved diagnosis of fetus in fetu and in its differentiation from teratoma. Beaudion et al 
theory of defective implantation of a twinning and variable impaired mesenchymal 
induction of the homunculus by the autosite cells indeed explained all observable features 
of FIF to teratoma. 
 
 
Keywords: Fetus-in-fetu, Teratoma, monozygotic diamniotic twinning, retroperitoneal 
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Introduction 
Fetus-in-fetu (FIF) was first described by Meckel in 1800 1, 2. In FIF, malformed parasitic twin is found 
inside the body of its partner (autosite), usually in the abdominal cavity in a rare condition1-5. Several 
embryogenetic mechanism have been postulated such as modified or defective twinning, genetically 
imperfect embryo theory and the defective implantation theory 1, 5, 6. FIF generally is an aberration of 
monozygotic diamniotic twinning in which unequal division of the totipotent inner cell mass of the 
developing blastocyst leads to the inclusion of a smaller cell mass within a maturing sister embryo1-9. 
The clinical presentations are non-specific but rather are dependent on the site and size of the mass 
involved. The diagnoses are mainly radiological, while histology and cytology are sometime necessary 
for confirmation. Teratoma and FIF are closely related but malignant transformation of the latter is 
rare10. Thus, excision surgery often is curative in the affected patient. 

Various authors since the year 2000 to date have quoted less than 100 reported cases as 
aftermath of Hoeffel et al2 extensive review published in 2000, which documented 88 cases. Therefore, 
this article is meant to retrospectively review the epidemiology, embryogenesis, pathology, 
presentations and management of this rare condition to bridge the gap in knowledge of the reported 
cases to date. 
 
 
Methodology 
Thorough search of the Electronic English literature was carried out using Search engines such as 
Pubmed, medline and google with search words that includes: ‘foetus in foetu, ‘fetus in fetus’, 
“parasitic twins’ fetus in fetus+Nigeria, fetus in fetus +Africa, teratoma. All reports of cases of FIF 
were identified and retrieved. Data collected include authors name, year of publication and region 
where the case report emanated. Specific data on characteristic of FIF such as age at diagnosis, sex of 
patient(autosite), site of homunculus, the identified body parts, presentations and management. 
Abstract of all the identified cases were evaluated. Data was analysed using SPSS 11.0 for windows. 
 
 
Results 
One hundred and sixty (160) cases of FIF were retrieved during our search (Table 1). The search 
identified the authors and year of publication in all cases. The papers presented before 1978 were found 
to either not have abstracts or scanty information on abstracts. However, from 1978 to 2007 the 
available information on Pubmed was detailed. This constituted about 74.4% of all the cases reviewed. 
Where available, it sufficiently identified patient age, sex, location of the homunculus and the region 
where the case was been reported. The ages at diagnosis ranged from 16 weeks in utero to the oldest of 
47 years. A total of 15% were diagnosed prenataly from 1806 to year 2007. In 23.1% age at 
presentation was not stated, the 15% diagnosed prenataly may be part of this (fig.1). There was no 
prenatal diagnosis before 1978. The male to female ratio was 2:1, though in 36.9% of cases the sex was 
not known. About 25.6% of the reported cases of FIF emanated from Asia, 16.3% each from North 
America and Europe respectively. Only three cases (1.9%) have been reported from Africa and they 
were all from South Africa (Table 2). Intra-abdominal retroperitoneal location is the dominant site of 
FIF occurring in 53.1% followed by the head and neck with 10% (fig 2). Other rare sites of occurrence 
in 3.8% of cases are scrotal sac, oral cavity, liver, intrapulmonary, ovary, mediastinum, pelvis, adrenal 
gland and within an undescended testis. Nearly all the body parts have been identified in various 
degrees in the included fetus. Fetu masses may show varying degrees of organ system differentiation 
and deformity. Brain tissue and intestine were detected in half of reported cases. Other uncommon 
organs reported are thyroid, parathyroid, pancreas, spleen, kidney, adrenal, testis, ovaries, urinary 
bladder, tongue, salivary glands, lymphnodes, trachea, and teeth. The rarest reported body part was the 
presence of a functioning heart. FIF was single in 88% while the remaining were multiple. Povysilova 
(1983) reported a case of encranium containing 21 rudimentary fetuses in a premature boy. 
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Table 1: Published Cases of Fetus-in-FETU (1806-2007) 
 

S/No. Study/Case Age Sex Body Location Region 
1 Majhi et al (2007) 8 yrs F Abd. retrop. India 
2 Mohan et al (2007) 3 yrs M Abd. retroperi. India 
3 Coolen et al (2007)   Abd. Canada 
4 Woodard et al (2006)   Cervical USA 
5 Kajbafzadeh & Baha (2006) 6 mon. M Cranium Iran 
6 Basu et al (2006)    India 
7 Basu et al (2006)    India 
8 Miura et al (2006)  M Abd. retroperito Japan 
9 Miura et al (2006)  M Cranium Japan 

10 Buckles et al (2006   Cranio cervical USA 
11 Tiwari et al (2006)    USA 
12 Higgins & Coley (2006)  M Abd. USA 
13 Higgins & Coley (2006)  M Abd. USA 
14 Weiss et al (2006) 23 F Abd. USA 
15 Khatami et al (2006) 4 yrs M Abd. Iran 
16 Chua et al (2005)  M Abd. retrop. Singapore 
17 Wada et al (2005)    Japan 
18 Neto et al (2005) 12 yrs F Pulmonary Brazil 
19 House et al (2005)   Abdominal Australia 
20 Borges et al (2005)   Neck USA 
21 Bozilow et al (2005) 2½yrs M Abd. retroperi. Poland 
22 Bozilow et al (2005) 11 days M Abd. retroperi. Poland 
23 Lee et al (2005) 39 yrs M Abd. Taiwan 
24 Aoki et al (2004)   Mediastinum Japan 
25 Beaudoin et al (2004)   Mediastinum ant. Paris/France 
26 Kapoor et al (2004)   Mouth USA 
27 Brand et al (2004)  M Abd. Lisbon/Portugal 
28 Sharma et al (2003)     
29 Mohta et al (2003)     
30 Gilbert et al (2003) 1 yr  Abd. USA 
31 Varanell et al (2003)  M Abd. USA 
32 Sinha et al (2003) 1½ yrs F Abd. India 
33 Iyer et al (2003)    USA 
34 Sarioglu (2003)   Mouth Germany 
35 Hong et al (2002) 2 days M Abd. Korea 
36 Wanger et al (2002)    USA 
37 Chadha (2002)    India 
38 Chadha (2002)    India 
39 Napar et al (2002) 2 yrs M Abd. India 
40 Lee et al (2002)    Hong Kong 
41 Jones et al (2001)    USA 
42 Awasthi et al (2001)   Abd. India 
43 Federici et al (2001) 8 mon. M Abd. Italy 
44 Nastanski & Dowey (2001)    USA 
45 Mills et al (2001)    USA 
46 Lanniruberto et al (2001)  Cranial  Italy 
47 Massad et al (2001) 27 yrs M Abd. USA 
48 Al-Zaiem & Algarim (2000)  M Abd. retrop. Saudi 
49 Arenholtz (2000)    USA 
50 Hoeffel et al (2000) 19 mon.F Abd.  France 
51 Khadaroo et al (2000) 1 day  Abd. Canada 
52 Patankar et al (2000)    USA 
53 Patankar et al (2000)    USA 
54 Magnus et al (1999)   Abd.-Liver South Africa 
55 Magnus et al (1999)    South Africa 
56 Magnus et al (1999)    South Africa 
57 Shrivastara et al (1999) 27 yrs M Abd. retrop. India 
58 Kumar et al (1999) 3 mon. M Abd. retrop. India 
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59 Shin et al (1999) 1 day M Scrotal sac South Korea 
60 Thakral et al (1998) 1 day F Ovary Oman 
61 Bhat et al (1998)   Abd.  India 
62 Khatib et al (1998)   Abd. Montpellier/France 
63 Sequira et al (1998) 16 yrs M Abd. retrop. India 
64 Montgomery et al (1998)  Abd.  USA 
65 Fowler (1998) 2 days F Abd. USA 
66 Moorthy et al (1997) 25 yrs M Abd. retrop. India 
67 Hopkins et al (1997) 5 days M Abd. USA 
68 Sanal et al (1997)  M Sacrum Turkey 
69 Hanguinet et al (1997)  Abd.  Switzerland 
70 delagansie et al (1997)    France 
71 Chen et al (1997)   Abd. Taiwan 
72 Goldstein et al ((1996)  Cranial  Israel 
73 Vigal et al (1996)    Asturias 
74 Fink et al (1995) 3 mon. M  Cambridge 
75 Kang et al (1994) 3 mon. F Abd. Korea 
76 Luzzatto et al (1994) 9 days M Abd. Italy 
77 Hung & Lam (1993) 2 mon. F Cranial Taiwan 
78 Hing et al (1993)  F Abd. Europe 
79 Samujh et al (1993)    India 
80 Hsiao et al (1993) 5 yrs F Abd. Taiwan 
81 Tsai et al (1993) 2 mon. F Cranial Taiwan 
82 Kim & Shinn (1993) 6 mon. M Abd. Korea 
83 Senyuz et al (1992)  M Mouth Turkey 
84 al-Baghdadi (1992) 4 mon. M Liver Iraq 
85 Yang & Leow (1992)    Taiwan 
86 Dagradi et al (1992) 47 yrs M Abd. Italy 
87 Carles et al (1991)    France 
88 Federici (1991) 3 wks F Abd. retrop.  
89 Federici (1991) 1 mon. F Abd. retrop.  
90 Federici (1991) 1 mon. F Abd. retrop.  
91 Gurses et al (1990) 4 mon. M  Turkey 
92 Bernal-Sprekelsen (1990) 6 wks F Abd. Spain 
93 Martinez-Urrutia et al (1990)  F Abd. Spain 
94 Chitrit et al (1990)  F Adrenal France 
95 Chateil et al (1990) 5 mon. M Abd. France 
96 Eng et al (1989) 9 mon. F Abd. Taiwan 
97 Ng & Tan (1989) 3 mon M Abd.  
98 Rastogi et al (1988)     
99 Burtner & Conn (1988) 16 mon.M    

100 Heifetz et al (1988) 1 day M  Canada 
101 Sutherland (1988) 1 day M Abd. retrop.  
102 Sada et al (1986)  F   
103 Yasuda et al (1985) 5mon. F Abd.  
104 Alpers (1985) 1day M Abd.  
105 Narasimharo et al (1984) 2days M   
106 Chi et al (1984) 8wks M Abd. Korea 
107 Montupet et al (1984) 3mon. F Abd.  
108 Montupet et al (1984) 4wks F Abd.  
109 Nicolini et al (1983)  M   
110 Sutthiwan et al (1983) 2mon. M Abd.  
111 George et al (1983) 3mon.    
112 Povysilova (1983)   Cranial  
113 Corona-Reyes (1982)   Testicle  
114 Sangvichien & Sull (1982) 2mon. M   
115 Nocera et al (1982) 9mon. F Abd. Mexico 
116 Afshar et al (1982) 2mon. F Cranial III ventricle  
117 Kadir (1981) 10yrs M   
118 Blumberg et al (1980) 4mon. F Abd.  
119 Di Lieto et al (1978)    Italy 
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120 Schmidt & Sperling (1978)  M Abd. Germany 
121 Derzhavin et al (1976)   Abd. Russia 
122 Knox & Webb (1975) 9yrs M   
123 Knox & Webb (1975) 3mon. M   
124 Subbiah et al (1975)     
125 Parker (1974) 6wks M   
126 Berlov et al (1974)     
127 Du plessis et al (1974)  6 mon. M   
128 Grosfeld et al (1974) 6 wks M Abd. USA 
129 Tadal et al (1974)     
130 Tadal et al (1974) 6 mon. M   
131 Fiedler & Rose (1974)   Cranial Germany 
132 Kakizoe & Tahara (1972) 13 days M Scrotal sac  
133 Lamabadusunya (1972) 20 mon. F   
134 Lal (1971)  M Abd.  
135 Numanoglu (1970) 3 mon. M   
136 Grant et al (1968) 1 day M Abd  
137 Lee (1965) 2 mon. M   
138 Jensen et al (1965) 17 yrs M Abd.  
139 Ariga (1965) 5 days F Abd.  
140 Broghammer et al (1963) 1 day F   
141 Ikede (1963) 10 mon. M Abd.  
142 Janovskins (1962) 9 yrs M   
143 Lewish (1961)   Abd. retro.  
144 Tasuda (1960) 18 mon. M Abd.  
145 Fujkura (1959) 14 mon. F Abd.  
146 Fujikura & Hunter (1959) 14 mon. F   
147 Tagirovetal (1957)     
148 Gross & Clatworthy (1951)  2 days F   
149 Junqueiral (1951)     
150 Kimmel et al (1950) 1 day F Cranial  
151 Farris (1950)   Abd.  
152 Maxwell (1947) 4 mon. F Abd.  
153 Hoeven (1943) 15 mon. M Abd.  
154 Brunkow (1942) 14 mon. F Abd.  
155 Anderson (1939) 5 wks F Abd.  
156 Goto (1927) 12 yrs M Abd.  
157 Taylor (1887) 11 mon. M Abd.  
158 Klebs (1876)   Abd.  
159 Schoenfeld (1841)  M Abd.  
160 Highmore (1815) 15 yrs M Abd.  
161 Young (1806) 9 mon. M Abd.   
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Figure 1: Age at presentation of FIF (n=160) 
 

 
Table 2: Regions of the World where cases of FIF have been reported (1806-2007) 
 

 Frequency Percent 
Africa 3 1.9 
Europe 26 16.3 
North America 26 16.3 
South America 2 1.3 
Australia 1 .6 
Asia 41 25.6 
Not available 61 38.1 
Total 160 100.0 

 
Figure 2: Body location of FIF (n=160) 

 

 
Epidemiology 
FIF has an incidence of 1 in 500,000 births 2. Extensive literature review by Chua et al (2005) 1 and 
Hoeffel et al (2000) 2 showed that there were less than 100 reported cases worldwide1. This present 
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review shows 160 reported cases world wide in the electronic English literature. The regional 
distribution of FIF has not been previously documented. However, our report shows that FIF affect 
predominantly the Caucasians. It is extremely rare in Africa, where only three cases have been reported 
(all from South Africa) unlike Asia that accounted for 25.6% of the reported cases,. The West African 
sub region with the largest population of blacks and the largest twinning rate in the world has no 
documented case reported to the best of our knowledge. 

Hoeffel et al 2 review shows that only four of 88 reported cases (4.5%) have been described in 
patients 10 years of age or older, with the oldest reported case occurring in a 47-year old man11. In this 
review, the earliest diagnosed FIF in utero was at 16-week gestational age, while the oldest patient at 
diagnosis remains the same with Hoeffel et al 2, 12. Unlike the Hoeffel et al, twelve 0f the 160 reported 
cases (7.5%) were described in patients 10years of age and above, 13.1% between 1-10years, 41.3% at 
neonatal infancy and 15.0% were diagnosed in utero (prenatally). 

Thakral et al 3 reported equal male and female predisposition unlike our finding of 2:1 male 
predominance, which is same as Patankar et al 13 and Federici et al 4. This is in contrast to teratomas, 
which has female preponderance. There has not been any report as to the racial incidence. However, 
majority of the reported cases (58.2%) are from Asian, European and Latin American countries. Fetus 
in fetus was rarely reported amongst Africans.  Further study need to be done to exclude environmental 
factor as a risk to development of FIF. 
 
 
Embryogenesis (Aetiopathogenesis) 
The aetiopathogenesis of FIF remains controversial but theories abounds. It is thought to be an unequal 
division of totipotential cells of blastocyst where the result is the inclusion of a mal-cellular mass in the 
more mature embryo 1. This is a form of monozygotic diamniotic twin pregnancy, where the parasitic 
twin installs and grows in the body of its partner 2, 7. Studies on blood group systems and chromosome 
cultures from the autosite and the homunculus showed no difference between the two 14. It has also 
been shown that when intra-abdominal gonads were found, these corresponded histologically to the sex 
of the autosite 2, 15. 

Some investigators have hypothesized that fetus-in-fetu results from a modified process of 
twinning, and have traced a progression from normal twins to conjoined symmetrical twins, through 
parasitic fetuses and fetal inclusion, and finally to teratoma 10. 

The main focus of controversy is whether fetus-in-fetu is a distinct entity or represents a highly 
organized teratoma. Du Plessis et al16 reported an interesting patient with both a well formed fetus-in-
fetu and a malignant teratoma, stating that that was “a potential triplet situation gone awry, resulting in 
the host, his parasitic twin and a teratoma arising from a third embryo which may have escaped the 
influence of a primary organizer”. 

Willis 17 believes that teratomas originate from the early separation of a focus of multi-potential 
tissue in the growing embryo that develops in a chaotic way in the host organism. However, Spencer 6 
has found out that the association of conjoined twins and their parasites with FIF, acardiacs, and 
teratomas was more frequent than could be attributed to chance. Therefore, he hypothesized that these 
anomalous fetuses form a continuum, strongly suggesting that they are all variations of abnormal 
conjoined twinning, with the site of union and the extent of damage (or defect) of one embryo resulting 
in (1) an externally attached parasitic twin, (2) an enclosed fetus in fetu, (3) an internal teratoma, or (4) 
an acardiac connected via the placenta. Common patterns among them are a family history of twinning, 
the predominance of females, and the frequent presence of a twin or triplet accompanying the 
malformation. 

The several reports on chromosomal abnormality presumed that it is a genetically imperfect 
embryo that develops into a defective fetus. Of singular importance is the fact that rarely, if ever, is 
either a functional heart or a competent brain found in any of these abnormal fetuses, suggesting that 
the etiology of all of them is a primary cardiac malformation with secondary disruption in the 
development of the brain. Although this Spencer’s theories appear more encompassing, it cannot 
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explain why southwestern Nigeria with the highest rate of twinning in the world has no documented 
case of FIF*. Again, a case of FIF with a pulsating single chamber heart has been documented, which 
negate the primary acardiac theory 19. 

Majority of authors who also admit that the origin of FIF is a monozygotic monochorionic 
diamniotic pregnancy shared the above theories. Some authors of recent believe FIF could derived 
from dichorionic diamniotic pregnancy in which the anomaly is related to defective implantation rather 
than an abnormal process of twinning 5, 7, 8. According to Beaudoin et al 5 during implantation (second 
week of development) the second embryo (that becomes homunculus) may invade the extra embryonic 
mesenchyma of the other (the autosite) instead of the uterine wall and one or all of the following could 
happened. (1) primary gastrulation could occur normally in both leading to two primitive streaks, (2) 
the homunculus may fail to differentiate its own extra embryonic mesenchyma into cardiogenic zone 
leading to acardiac, (3) the inductors signal for the parasitic notochord may be disable by those of the 
surrounding host leading to absent axial skeleton and (4) some of the parasitic cell submitted to 
impaired induction may develop into teratomas or multiple fetiform structures as reported by some 
authors. This hypothesis, account for the various location of FIF in the host mesenchymal system and 
the different organ system differentiation of reported FIF. 
 
 
Pathology and Presentation 
The commonest presentation is an abdominal mass that is typically located in the upper 
retroperitoneum 2. This is in contrast to teratomas that usually arise in the lower retroperitoneum. 
However, fetus-in-fetu has been reported to occur in other more unusual sites, such as within the 
cranium 20, 21, scrotum 22, oral cavity 23, liver 9, intrapulmonary24, ovary19 and mediastinum 5. Other 
reported site include pelvis, cervical region, adrenal gland and within an undescended testis 25. 

The majority of FIF are single although up to 5 fetuses have been found in the skull of a 
newborn 20 and Povysilova 21 reported a case of encranium containing 21 rudimentary fetuses in a 
premature boy. 

The size of FIF varies. Cases of reported fetuses-in-fetu weighed between 13 grams 26 and 2000 
grams 13. The size of the fetus is likely to be related to its blood supply. Fetuses with distinct vascular 
connections to the host are relatively bigger with better developed features 2, 13, 15. The absence of 
umblilical vessels and a definite vescular connection leads to growth retardation and arrest in organ 
system differentiation1. However, Kang et al 8 reported a monstrous FIF having a well-developed 
umbilicus, weighed 380g in a 3-month-old girl. It had four extremities, head, buttock, and vertebral 
bodies with a meningomyelocele. The thoracic cavity of the included fetus had only a saclike foregut 
structure, but the abdominal cavity revealed a full length of intestine with a Meckel diverticulum, 
bilateral ovaries, urinary bladder, and cloaca with external opening. The cephalic end was composed of 
well-developed tooth germs, tongue and buccopharynx, mandible, maxilla, sphenoid bone, and salivary 
glands. Thus include fetus is usually incomplete but nearly all body parts have been variably 
documented in various reported cases 8, 23. Most are epencephalic and acardiac, which are consistent 
with both the ‘genetic imperfect embryo theory’ or the ‘defective implantation theory’. 

In terms of attachment to the host, the fetus is typically suspended by a pedicle within a 
complete sac containing fluid or sebaceous material. There is usually no placenta or chorionic villi at 
the point of attachment to the host, though in one case primitive chorionic villi were seen8, 19. Definite 
vascular connections to the host are rarely described2, 11, 13. Heifetz et al 26 reported that the 
predominant blood supply appears to be derived from the plexus where fetus-in-fetu and the sac are 
attached to the host’s abdominal wall. 

Symptoms of fetus-in-fetu relate mainly to its mass effect and include abdominal distension, 
feeding difficulty, emesis, jaundice, pressure effect on the renal system and dyspnoea2,4,11,27. 
Occasionally, the anomaly is asymptomatic 28. de Langausie et al 29 reported signs of maceration with 
the threat of consumptive coagulopathy in their patient and Chua et al1 reported the first case of FIF 
resulting in bilateral undescended testes. 
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Investigation 
Radiological findings is the main stay of preoperative diagnosis of FIF. In reviewing the literature, 
most case reports up to 1980 showed that the preoperative diagnosis of FIF was made only in 16.7% of 
cases and in fact up to mid-1990s, fewer than a quarter of the cases were diagnosed prior to surgery2,4 
because Computed Tomographic (CT) and magnetic resonance imaging (MRI) scans were not 
performed. Both of which, have enhanced the accuracy of preoperative diagnosis22, 30. 

Plain X-rays remain an initial investigative modality of choice, with up to about half of the 
cases showing the presence of a vertebral column and axial skeleton2, 17. If, however, there is 
insufficient calcification it will be radiolucent on plain radiograph thus accounting for some of the non-
demonstration of vertebral column by this modality in some instances 4. The demonstration of vertebral 
column in accordance with Willis’ theory 17, secures the diagnosis of FIF. However, review of the 
literature showed that in about 9% of cases of fetus-in-fetu, there was no vertebral column, even on 
pathological examination. The latter finding has led to another definition of FIF by Gonzalez-Crussi31. 
FIF is applied to any structure in which the fetal form is in a very high development of organogenesis 
and to the presence of a vertebral axis31. Federici et al 4 and Eng et al15 proposed that in the presence of 
structures with an advanced grade of fetal organisation such as eyes, parts of the central nervous 
system, well-developed limb-like processes, skin and colon, the diagnosis of fetus-in-fetu can be 
applied, even in the absence of a real axial structure. 

Ultrasounds, which is relatively cheap, readily available and have no known risk at diagnostic 
scan has offered some diagnostic potential at identification of FIF in both prenatal and later in life 9, 19-

21, 27, 32. Ultrasound have been used in the he Ex Utero Intrapartum Treatment procedure to secure the 
fetus's airway in a cervical FIF 27. Khatib et al 32 made the earliest ultrasonic diagnosis at 16weeks 
gestational age. However, its operator dependency and the drawback of poor tissue characterization in 
the presence of fat and gas may limit its diagnostic accuracy. 

These drawback of ultrasound are the advantages of CT in the investigation of FIF. Nocera et 
al32 initially described the CT appearance of fetus-in-fetu. The CT findings are those of a mass that 
consisted of a round or tubular collection of fat that surrounded a central bony structure. CT might be 
of assistance particularly where a spinal column is so vestigial that it cannot be identified with certainty 
and yet other features of the mass would strongly suggest FIF. CT scans enhance the accuracy of 
preoperative diagnosis. The increasing use of ultrasound and CT has identified more and more cases 13. 
The ability to diagnose fetus-in-fetu prenatal ultrasonography was first reported by Nicolini et al 32 in 
1983 and since then has been found useful making appropriate prenatal counseling possible 9, 19, 32. 

In recent years, magnetic resonance imaging MRI has been used to diagnose up to four cases of 
FIF including prenatal diagnosis 2, 30. MRI allows imaging in the sagittal and coronal planes and does 
not rely on calcification for demonstrating the vertebrae. This helps in identifying insufficiently 
calcified vertebrae and vertebral axis 22. Although there has been limited report on the use of MRI at 
diagnosing FIF, it seems to be an ideal technique for demonstrating the wide range of tissue within 
such lesions. With recent advancements in MRI, which have made faster scans possible and ultimately 
prenatal diagnosis in a moving fetus. Thus, MRI has the potential as imaging modality of choice for the 
diagnosis of fetus-in-fetu 22. 

Differential diagnosis of FIF includes well differentiated teratoma, meconium pseudocyst with 
linear calcification34, intraluminal meconium calcification35 and mesenchymal harmatoma of the chest 
and abdominal wall36 among others. According to Willis, the presence of an axial skeleton 
distinguishes a teratoma from a fetus-in-fetu17. 
 
 
Treatment 
Complete excision of the surrounding membrane ensures definitive cure1, 17, 23, 26, 28. Hopkins et al 28 
reported malignant recurrence following resection of a fetus-in-fetu. This was presumably caused by 
transformation of adherent membranes remaining at the surgical site. As a result of this, early and 
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frequent postoperative surveillance is recommended, especially if the sac cannot be completely 
resected. This may be achieved with moderate sensitivity using tumour marker concentration28. 
 
 
Prognosis 
Majority of reported cases are benign hence FIF has good prognosis. 
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Abstract 
 

The present paper describes a numerical model, which allows to compute solute 
transport and biodegradation in a saturated porous media. Mathematical formulation of 
such processes leads to a set of non- linear partial differential equations coupled to ordinary 
differential equations. The transport equation is approximated by a finite volume scheme 
whereas biodegradation equations are treated separately as a system of ordinary differential 
equations. Numerical results for biorestoration using Monod kinetics are presented. 

 
1.  Introduction 
Microbial biodegradation is one of the most promising technique for groundwater decontamination. It 
is a natural process that can be accelerated by the injection of certain nutrients such as dissolved 
oxygen, nitrates, and acetate. 

Biological decontamination is physically and chemically complex involving transport of 
substrates, nutrients, microorganisms and interaction of components between the aqueous and the solid 
phase through adsorption and biodegradation. 

In this study, we simulate biorestoration process in an homogeneous medium (a saturated 
aquifer). The mathematical model is a system of non-linear differential equations [2] that couple 
unstructured microbial growth kinetics with the transport of bioactive components in groundwater 
systems. 

The numerical method implemented here is based on a splitting technique, which allows as to 
treat separately the different physical and chemical processes. The approach decouples the transport 
portion of the equations from the reaction portion, by first solving the transport problem which is 
approximated by a finite volume scheme. The concentrations obtained from this step are then used as 
the initial concentrations to solve the reaction equations which are treated as ordinary differential 
equations and are solved with a second –order, explicit Runge-Kutta method with time steps that are 
generally much smaller than those used for transport. 
 
 
2.  Mathematical Model 
The general transport and biodegradation model for a single phase and incompressible flow is 
described by coupling non-linear partial differential equations. Here, for a solute undergoing linear 
instantaneous adsorption, we obtain the following system of equations [4]: 

Transport-diffusion- and reaction of substrates: 
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 (1) 

 (2) 
Development of bacteries: 

 (3) 
Darcy’s law: 

 (4) 
The continuity equation: 
For incompressible flow and if a source is present in the medium: 

 (5) 
Where we denote: 

Ci= The concentration of various substrates in solution. 
Ni= The concentration of nutrients. 
B=The concentration of various bacterial species. 
K=The permeability tensor of the porous medium. 
P=The pressure. 
µ= The viscosity of the mixture. 
β= The fluid density. 
Ri=The retardation factor due to adsorption. 
Dci=The diffusion/dispersion tensor of substrates. 
Dni=The diffusion/dispersion tensor of nutrients. 
µ0=The maximum substrate utilization rate per unit mass of microorganisms. 
Kci=The substrates half saturation constant. 
Kni= The nutrients half saturation constant. 
Kd=The substrates constant of decay. 

In this model, the flow is governed by Darcy’s law (4) and the continuity equation (5). A 
coupled system of parabolic advection-diffusion-reaction (1)-(2) describes adsorption, transport and 
removal of substrates C (contaminants) and nutrients N. Bacterial transport is neglected, 
microorganism growth and decay are then simulated by a set of coupled differential equations. 
 
 
3.  Numerical Method 
The numerical resolution of the coupled system of equations (1)-(5) is achieved by a splitting 
procedure [3] which can be described in the following way. 

The combination of Darcy’s law (4) with the continuity equation (5) gives the following elliptic 
equation known as the pressure equation: 

 (6) 
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So in the first step, knowing C at time t, we compute the pressure P on the center of all cells 
with the classical finite volume scheme. we consider a rectangular cell (control volume) Ωij of δx×δy 
size with ∂Ωij=Γi+1/2,j∪Γi-1/2,j∪Γi,j+1/2∪Γi,j-1/2(“Figure1.”). 
 

Figure 1: Representation of a control volume Ωij 
 

 
By integrating equation (6) on the cell Ωij and by green’s formula, we get the discretized 

equation for pressure: (we denoted α=K/µ(C)) 

 (7) 
Equation (7) with the boundary conditions can be written as a system of equations of the form: 

AP=L. The resolution of this system enables as to determine the profile of pressure at each time. 
Afterwards, Darcy velocities are calculated on the edge of the cells by utilizing equation (4). In 

a second step, advection-diffusion-reaction equations (1) and (2) are decoupled by time splitting 
method. A finite volume scheme is used to treat the transport equation. so, by integrating equation (1) 
without the kinetic term on the cell Ωij, and by green’s formula we can write: (we assume that C is 
linear on each Γk) 

 (8) 

 (9) 
Where dij are the coefficients of dispersion which are discretized on the control volume as it is 

shown in (“Figure 2.”). 
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Figure 2: Discretization of dispersion coefficients 
 

 
By utilizing the same procedure for the flux Hi+1/2,,j, Hi,j+1/2 and Hi,j-1/2 , we get the following 

numerical scheme: 

 (10) 
The resolution of equation (10) as a system of equation of the form: AC=B enables as to obtain 

the profile of concentration at time t+δt/2.Finally, solving biodegradation equations by a forth order 
Runge-Kutta method using several small time steps gives the concentrations C, N, and B at time t+δt. 
 
 
4.  Application 
In this section, we consider a rectangular mesh in a two dimensions space (a simplified aquifer) and we 
simulate biorestoration of a single organic component C=C1 and of dissolved oxygen O=N1 by 
microbes B=B1 in such porous media. We suppose that the domain is homogeneous and isotropic, the 
flow is one-dimensional and steady state. 

The initial conditions: C (x, y, t=0)=0 on the domain 
Boundary conditions : C(0, y , t >0) = C0 if…⎮y⎟< a…a∈ℜ. 
The domain is semi –finite. C (x, y, t) is only defined down stern the sources. 
Initially, non dissolved oxygen is present in the aquifer and a constant microbes concentrations 

of 10-4mg/l is assumed. The initial distribution of substrate concentration at time t=500 days is shown 
in(“Figure 3.”). 
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Figure 3: The initial distribution of substrate concentrations at time t=500 days 
 

 
The biodegradation processes are then simulated by injecting 9 mg/l of dissolved oxygen at the 

inflow boundary. The biodegradation and transport parameters used in the simulation are [1]: 
v=1.24m/d, R=1.5, Dl=50m2/d Dt=5m2/d, Kc=0.07mg/l, K0=2mg/l, µ0=0.6(d-1), Y=0.2, F=1.5, 
Kd=0.1(d-1). 

In “Figure 4” , we plot the substrate distribution after 500 days of biorestoration. 
 

Figure 4: The distribution of substrate concentrations after 500 days of biorestoration 
 

 
The second test consists on stimuling the microbial activities, so we inject in the domain from 

the inflow boundary 40 mg/l of oxygen. “Figure 5.” Show the substrate concentrations after 500 days 
of pollution. 
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Figure 5: The distribution of substrate after 500 days of biorestoration with the injection of 40 mg of oxygen. 
 

 
 
4.  Conclusions 
The whole numerical method using splitting technique enables us to treat separately the different 
physical and chemical processes. The discretization of the transport equation by a finite volume 
scheme is very efficient as it is shown on the various difficult tests presented. The biodegradation 
equations are treated as a system of ordinary differential equations using a forth order-Runge-Kutta 
method, which is too restrictive for time step. The biodegradation needs to be approximated on mush 
smaller time scale than the advection and the dispersion. 
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Abstract 
 

In Jamaica the family usually provides its members with support, livelihood and 
security. The traditional Jamaican family has been undergoing a profound transformation 
which includes higher educational achievement among women, fewer adults getting 
married, more children born out of wed-lock and an increase in single-parent households 
headed by women. This paper investigates the socio-demographic and economic variables 
of young adults (20 – 35 years old) in Jamaica. As part of a survey, data on the socio-
demographic and child-bearing characteristics was assessed using a 56-item questionnaire 
of 213 randomly selected young adults (from the 14 parishes in Jamaica) attending two 
major public hospitals. Data on the level of educational attainment indicate that the 
majority of the respondents (75.0% women and 66.4% men) had achieved secondary 
education, followed by tertiary education (23.9% women and 8.8% men).  The difference 
in educational achievement between women and men was statistically significant (χ2 = 
27.89, p < 0.05).  The majority of women were permanently employed (39.8%) followed 
by those temporarily employed (29.5%) and seasonally employed (13.6%).  This in contrast 
to the men where a greater proportion was temporarily employed (46.4%), followed by 
permanently employed (25.6%) and seasonally employed (16.0%).  The majority of the 
respondents who had 4 to 6 children were permanently employed (47.6%), and those with 7 
– 9 children were among the temporarily (44.7%) and permanently employed groups 
(50.0%).  Most of the respondents with children were educated at the secondary level, and 
the number of children produced varied with the frequency of sexual activity, except for 
those who had 7 - 9 children.  The number of children produced by Jamaican young adults 
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is high, although women are having fewer children than men.  Individuals with more 
secured jobs, who had secondary and tertiary education, produced more children. 
 
 
Keywords: Socio-economic, Childbearing, Young adults, Poverty, Jamaica 

 
Introduction 
The achievement of an acceptable level of education for children, young people and adults, is of one of 
the challenges facing developing countries in the 21st century.  Education has proven to be an 
important key factor in the promotion of family well-being.  It provides one of the surest paths to 
increasing an individual’s chance of full participation in society including secured employment.  
Employment is an important link between increasing an individual’s sense of citizenship, social 
inclusion, socio-economic mobility and the capacity to obtain food, shelter, clothing etcetera.  Parents 
and other caregivers require certain economic resources to provide their children with proper nutrition, 
adequate housing, and sufficient health care.  Numerous studies have shown that the education of 
women has a profound and positive effect upon family welfare (Hassan & Yasmeen, 1995). 

Women and children are vulnerable to poverty and the majority of them live in rural and inner 
city areas with no education or skills.  Poverty is a significant factor in the exchange of sexual favours 
for material gains and in many cases young women because of the situation of poverty tend to engage 
in illicit relationships with older men (Orubuloye et al., 1992).  Poverty increases the vulnerability of 
women to sexually transmitted infections including HIV/AIDS through unsafe sexual practices, often 
due to lack of knowledge, lack of access to means of protection, and inability to negotiate condom use 
with sexual partners as a result of entrenched gender roles and power relations (Giles et al., 1996). 

Poverty is widespread in Jamaica, with 18.7% of the population living below the poverty line 
(World Bank, 2002).  Lower socio-economic status and/or lower level of educational attainment is well 
recognized as generally associated with risky sexual behaviours (Figueroa et al., 1999).  Early sexual 
activity, combined with a lack of relevant information, services, and skills to avoid risky situations, 
place Jamaican adults at risk of unintended pregnancies, sexually transmitted infections (STIs) 
including HIV, and other threats to their sexual and reproductive health (Ministry of Health, 2001). 

This paper investigates socio-demographic and economic variables of young adults in Jamaica.  
The socio-medical variables include frequency of sexual activity, living conditions, the number of 
children produced, education, occupational and economic status and number of meals consumed per 
day.  The study also investigated possible relationship between the number of children produced and 
education, occupational status, and frequency of sexual activity. 
 
 
Materials and Methods 
Data was collected as part of a survey about sexual activity and behaviour among young adults in 
Jamaica by the authors of this paper.  The descriptive survey research method was employed for the 
study and field work was conducted between February and April, 2005.  A standardized, structured 
questionnaire with close-ended questions captured socio-demographic and reproductive health 
information.  The sample consisted of a total of two hundred and sixty five respondents from the 14 
parishes in Jamaica who visited two public hospitals.  Two hundred and sixty five questionnaires were 
distributed by medical professionals on duty.  Two hundred and thirteen were satisfactorily completed 
and used in the analysis of this paper, representing a response rate of 80.4%.  The respondents resided 
in various communities throughout the 14 parishes of the island, and represented a wide category of 
occupational and educational status. The authors were therefore able to capture a wider range of 
responses than if any one community was targeted.  Adult males and females aged 20 – 35 were 
targeted.  Pregnant women and persons of unsound minds were excluded from the study. 

All questions were contained in the 4-page (56 questions) self-administered questionnaire.  
Respondents filled out the questionnaire themselves and placed it in a sealed envelope that was 
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collected by the medical professionals.  The first part of the questionnaire contained questions on the 
socio-demographic data of the respondents, while the second contained questions which tested their 
sexual activities.  Standard socio-demographic measures included age, sex, marital status, and 
educational level.  In terms of sexual experience, respondents were asked whether they were sexually 
experienced, and whether they had sexual intercourse in the last 12 months.  One questionnaire item 
asked respondents to indicate how often they had sexual intercourse in the last 12 months with primary 
and non-primary partners.  For this item, three response category was given - daily, more than once per 
week and once per month.  The paper examines the relationship between the number of children, 
occupational and educational status.  In determining the non-financially viable group, this paper 
captured the respondents who were unemployed and not receiving monetary gifts on a regular basis.  
Also, in this category were those who were employed, but earned less than US$15.63 per week.  The 
Statistical Package for Social Scientists (SPSS, Chicago, IL) was used to analyze the data.  Both 
bivarate (chi square) and multivariate (logistic regression) analyses were used to examine the data. 
 
 
Results 
A total of 213 out of the 265 questionnaires distributed to the adults satisfactory completed and 
selected, having met the criteria for the study.  Of the 213 respondents, 88 were women and 125 were 
men.  Of the women in the sample, 4.5% was in the age group 20 – 24; 27.3% in the age group 25 – 29 
and 68.2% in the age group 30 – 35.  Of the men in the sample, 1.6% was in the age group 20 – 24; 
17.6% in the age group 25 – 29 and 82.4% in the age group 30 – 35.  Of the respondents, a similar 
proportion of women (75.0%) and men (76.8%) were married.  Data on educational attainment indicate 
that the majority of the respondents (75.0% women and 66.4% men) had achieved secondary 
education; followed by tertiary education (23.9% women and 8.8% men); elementary education 
(19.2% men) and primary education (1.1% women and 5.6% men).  The difference in educational 
attainment between men and women was statistically significant (χ2 = 27.89, p < 0.05).  The majority 
of women were permanently employed (39.8%) followed by the temporarily employed (29.5%) and 
seasonally employed (13.6%).  This in contrast to the men whereby a greater proportion was 
temporarily employed (46.4%), followed by those permanently employed (25.6%) and seasonally 
employed (16.0%).  Based on the our assessment of the respondent’s socio-economic status, 35.2% of 
women and 46.4% of men found to be of the lower economic class (< US $ 62.48/week), 48.9% 
women and 33.6% men of lower middle economic class (US 62.48 – US $109.36/week), and 15.9% of 
women 20.0% of men of the upper middle or upper economic class (> US $109.36/week). 
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Table 1: Socio-demographic characteristics of respondents 
 

Men (n = 125) Women (n = 88) Variables No. % No. % 
Age (years)     
20 – 24 2 1.6 4 4.5 
25 – 29 22 17.6 24 27.3 
30 – 35 103 82.4 60 68.2 
Marital Status     
Legally Married 96 76.8 66 75.0 
Unmarried 29 23.2 22 25.0 
Educational Attainment     
Elementary 24 19.2 0 0.0 
Primary 7 5.6 1 1.1 
Secondary 83 66.4 66 75.0 
Tertiary  11 8.8 21 23.9 
Occupation     
Unemployed 8 6.4 7 8.0 
Self employed 7 5.6 8 9.1 
Seasonally employed 20 16.0 12 13.6 
Temporary employed 58 46.4 26 29.5 
Permanently employed 32 25.6 35 39.8 
Number of children     
0 0 0.0 25 29.8 
1 – 3 12 9.6 39 46.4 
4 – 6 64 51.2 6 7.1 
7 – 9 24 19.2 14 16.7 
10+ 25 20.0 0 0.0 

 
The majority of women in the study lived in the inner-city areas (51.1%) in houses with 2 – 4 

bedrooms (68.2%) and with 5 – 9 occupants (65.9%).  They had 1 - 3 children (46.4%) and eat 1 meal 
per day (47.7%; Table 2).  All of female respondents were sexually experienced, the majority had sex 
more than once per week (76.1%) followed by daily (23.0%) and once per month (21.6%).  Similarly, 
majority of the men lived in inner-city areas (61.6%) in houses with 2 – 4 bedrooms (88.0%) and with 
5 – 9 occupants (88.0%).  They had 4 - 6 children (51.2%) and eat 1 meal per day (42.4%).  None of 
the respondents who reside in a 1 bedroom house had 5 or more members.  Similarly none of the 
respondents who had 2-4 bedrooms had 10 or more members per households.  All of the men were 
sexually experienced, the majority had sex daily (49.6%) followed by once per week, and once per 
month (32.6 and 17.6% respectively). 
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Table 2: Socio-economic and frequency of sexual activity of respondents 
 

Variables Men (n = 125) Women (n = 88) 
 No. % No. % 
Current Income     
< US$ 15.63/week 23 18.4 0 0.0 
US 15.63 – US $ 62.48/week 35 28.0 31 35.2 
62.48 – US $109.36/week 42 33.6 43 48.9 
> US $109.36/week 25 20.0 14 15.9 
Number of persons in households     
< 5 15 12.0 16 18.2 
5 - 9 110 88.0 58 65.9 
10 - 14 0 0.0 14 15.9 
Number of bedrooms     
< 2 15 12.0 13 14.8 
2 - 4 110 88.0 60 68.2 
5+ 0 0.0 15 17.0 
Area of residence     
Inner-city 77 61.6 45 51.1 
Rural 27 21.6 8 9.1 
Residential 21 16.8 35 39.8 
Number of meals per day     
Sometimes none 2 1.6 1 1.1 
1 53 42.4 42 47.7 
2 39 31.2 20 22.7 
3 or more 31 24.8 25 28.4 
Frequency of sexual intercourse     
Daily 62 49.6 2 23.0 
Once per week 41 32.8 67 76.1 
Once per month 22 17.6 19 21.6 

 
Table 3 shows no relationship between an individual’s occupational status and the number of 

children they produced.  Majority of the respondents who had 4 to 6 children were permanently 
employed (47.6%).  This bears no significant difference between those who had no children and were 
permanently (44.8%) and temporarily employed (41.4%).  The majority of respondents with 7 – 9 
children were among the temporarily (44.7%) and permanently employed groups (50.0%), whilst those 
with more than 10 children were also permanently employed (40.0%).  Respondents with no children 
were among those who were unemployed (6.1%) and self employed (3.1%). 
 
Table 3: The number of children and occupational status 
 

Occupation status 
Number of 

children Unemployed Self-employed Seasonally 
employed 

Temporary 
employed 

Permanently 
employed 

0 2 1 1 12 13 
6.9% 3.4% 3.4% 41.4% 44.8%  
1-3 11 7 5 14 8 
24.4% 15.6% 11.1% 31.1% 17.8%  
4-6 0 1 19 24 40 
0.0% 1.2% 22.6% 28.6% 47.6%  
7-9 2 0 0 17 19 
5.3% 0.0% 0.0% 44.7% 50.0%  
10+ 2 6 7 14 6 
5.7% 17.1% 20.0% 40.0% 17.1%  

 
In Table 4, most of the respondents with children were educated at the secondary level.  

Respondents with secondary education had: none (58.6%), 1 – 3 (77.8%), 4 – 6 (72.6%) and more than 
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10 (88.6%) children.  The majority of respondents having 7 – 9 children had tertiary level education.  
The number of children produced varied among the frequency of sexual activity, except in the case of 
those who had 7 - 9 children (Table 5).  The majority of the respondents who had sex at least once per 
week none (88.0%), 1 – 3 (70.6%) and 4 – 6 (47.1%); compared to those who had sex daily with more 
than 10 children (52.0%), and once per month with 7 – 9 children (39.5%).  There were no respondents 
who had sex once per month and had 10 or more children. 
 
Table 4: Number of children for both men and women and their level of education 
 

Education status 
Number of children Elementary Primary Secondary Tertiary 

0 0 0 17 12 
0.0% 0.0% 58.6% 41.4%  
1-3 0 1 35 9 
0.0% 2.5% 77.8% 20.0%  
4-6 13 7 61 1 
15.5% 8.3% 72.6% 1.2%  
7-9 7 0 5 8 
35.0% 0.0% 25.0% 40.0%  
10+ 2 0 31 2 
9.1% 0.0% 88.6%  5.7%  

 
Table 5: Number of children and frequency of sexual activity 
 

Frequency of sexual activity 
Number of children Daily Once per week Once per month 

0 2 22 1 
8.0% 88.0% 4.0%  
1-3 11 36 4 
21.6% 70.6% 7.8%  
4-6 5 33 32 
7.1% 47.1% 45.8%  
7-9 9 14 15 
23.7% 36.8% 39.5%  
10+ 13 0 12 
52.0% 0.0% 48.8%  

 
 
Discussion 
These findings indicate that the number of children produced bears a relationship with educational 
status of the parents.  Majority of the children produced were from individuals who were educated at 
the secondary followed by the tertiary level.  With the exception of tertiary level of attainment, 
increased education is associated with increased number of children produced.  The reasons for the 
number of children produced among the various literacy groups were expansion of generation; the fear 
that oral contraceptive could damage their health, security of relationship; the more ‘baby-fathers’ the 
more money for child support; ignorance, a show of manhood; not wanting to be referred to as being 
barren and specific religious reasons.  In addition, factors that influence young adult child-bearing rates 
include public perceptions of the social and economic costs of childbearing, societal attitudes and 
openness regarding sexuality and the ease of access of information and services (Fu et al., 1999). 

There were more women in the study with secondary and tertiary education than men.  In 
Caribbean countries such as Jamaica, there have been increasing proportions of women with secondary 
and tertiary education resulting in a greater likelihood that they will delay entry into first unions and 
the onset of pregnancy.  However, increased education and the mass media can offer people new 
information and ideas, and greater opportunities, but the media can also present poor and young people 
with visions of commercialism and modern lifestyles that are way beyond their reach.  In rural areas, 
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the desire to have a greater number of children among uneducated women is consistent with the notion 
that children are a source of wealth, thus adding value to the household economy as a result of their 
potential contribution in agricultural settings.  In general, households below the poverty line tend to be 
larger, headed by females who are often single mothers with dependent children, or contain at least one 
elderly person living alone or in an extended family setting sometimes having responsibility for the 
entire household (St. Bernard, 2001).  Therefore, although educational attainment is increasing in 
developing countries such as Jamaica, job prospects are not improving at the same pace, and large 
proportions of young adults cannot find full-time paying jobs. 

The Jamaica Survey of Living Conditions, reported declines in mean household size from 3.9 in 
1992 to 2.4 in 2002 in Jamaica (PIOJ and STATIN, 2003).  Such findings are consistent with an 
inverse relationship between socioeconomic status and household size, with the richest quintile 
estimated to have a mean household size of 2.26 and the poorest quintile a mean household size of 5.23 
persons.  The average household size in 2001 was 3.4, with rural households continuing to be slightly 
larger with an average size of 3.7 persons.  Households headed by females (3.6) and those in the 
poorest consumption group (5.23) were also larger than the national average, and findings also shows 
that women head 44.9 per cent of Jamaican households compared to 42.1 in 2000 (PIOJ and STATIN, 
2003). 

In this study, most of the young adults lived in houses with 2 – 4 bedrooms having 5 – 9 
occupants.  In Jamaica, men play important roles as heads of households, custodians of the interests of 
their lineage, protectors and providers of their families.  They are the lead decision-makers on matters 
pertaining to the family life.  More so, the social and economic dependence of wives gives men great 
influence in the household, a position that is strengthened by an organized family structure.  However, 
there is the continued high incidence of female-headed households which has emerged as an accepted 
social fact in Jamaica.  These households are more likely to be larger, possess more children and be in 
the lowest consumption quintile. Some 72.0 per cent of households headed by women have no spouse, 
as compared to those headed by men, which have spouses in 70.0 per cent of cases.  This implies that 
the majority of women in these households are rearing children without the presence of a partner in the 
home (PIOJ and STATIN, 2001).  There is evidence to suggest that children reared in households with 
two parents have greater advantages than children in other family formations (van Poppel, 2000).  
While some of this research is inconclusive, there is enough evidence to suggest a need for a 
programme of investigation, establishing the full impact of the high incidence of single parenting on 
child outcome and by extension national development.  There is also a need for more policy research 
on the full implications of this for social and economic development. 

Approximately 18 percent of the respondents who were all men were considered poor, and a 
large proportion of both men and women lived in inner-city areas.  In Jamaica, the incidence of poverty 
decreased in 2005, moving to 14.8 per cent from 116.9 per cent in 2004 (PIOJ and STATIN, 2006).  
Rural Areas experienced a decline to 24.1 per cent from 25.1 per cent in 2000.  For the Kingston 
metropolitan Area and Other Towns, the incidence of poverty was 7.6 per cent and 13.3 per cent, 
moving from 9.9 per cent and 16.6 per cent, respectively for 2000.  The decline in 2001 comes after 
two consecutive years of increase in the incidence of poverty and continues a decreasing trend since 
1991.  The extent of poverty in the rural areas is reflected by the fact that despite an almost 17.0 per 
cent increase in per capita consumption for the region in 2001, the incidence of poverty declined by 
only 1.0 per cent.  This could be the result of two main factors such as the depth of poverty (the 
poverty gap) i.e. the extent to which consumption of the poor actually falls below the poverty line, and 
the distribution of the increase in consumption. If the overall increase were pushed by increase in 
consumption in the higher consumption groups, its impact on poverty levels would be minimal (PIOJ 
and STATIN, 2002). 

Poverty, deprivation, and unemployment work with gender relations to promote change of 
partner, con-currency, and unprotected sex (Blankenship et al., 2006).  In this study, 6.4% of men and 
8.0% of women were unemployed, and all the respondents were sexually active in the 12 months prior 
to answering the questionnaire.  The rate of unemployment in Jamaica was recorded as 15.5% for men 



Socio-Economics and Child-Bearing Characteristics of Young Adults in Jamaica 687 

 

in 2000, which is twice as high for women (Ministry of Health, 2005).  Poverty and poor work 
prospects can undermine men’s traditional roles as providers and can make them fatalistic about the 
consequences of risky behaviour.  Urbanization can weaken the supports of traditional community life, 
especially when it separates poor men from their families, but it can also create the desire for smaller 
families.  Economic adversity restricts the power of men and women to take control of their health, 
deprivation and unemployment might drive men and women to sell sex (Simon and Paxton, 2004).  
This risky sexual behaviour exposes men and women to contracting STIs including HIV/AIDS. 

The majority of the respondents were married.  Cultural, social, religious, economic and many 
other factors may influence and determine the patterns and prevalence of unprotected sex outside of 
mutually monogamous sex relationships.  These different patterns, as well as, major differences in the 
proportion of the 15 – 49 year old population who regularly engage in such risky sexual behaviours are 
of paramount importance in determining the extent of HIV transmission that may occur in any specific 
heterosexual population.  Poverty is known to increase people’s vulnerability to STIs including 
HIV/AIDS because it reduces their access to information services, and commodities for HIV 
prevention, treatment, and cure.  In order to finance their basic needs, poor persons may engage in 
specific high-risk behaviours such as having unprotected sex with individuals whose sero-status is 
unknown.  In Jamaica, women might be disadvantaged in protecting their sexual health if their partner 
is older than they and of higher social status (Bajos and Marquet, 2000).  Gender roles and inequalities 
such as female subservience in sexual decision-making influences behaviour choices and facilitate the 
spread of HIV (Bassett & Sherman, 1994). 

In this study more men have 4 – 6 children while more women have 1 – 3 children.  Jamaica’s 
total fertility has been steadily declining since the 1970’s.  Many young adults 15 – 24 are in school or 
acquiring job-related training and work experience, and most still live with their family.  Searching for 
sexual pleasure and intimacy to prove they are adults, men commonly begin their sexual lives during 
adolescence.  Contraceptive use among young men at first intercourse rose from 21.6 percent in 1993 
to 43% in 2002 (Population Reference Bureau, 2006).  In spite of this progress, the adolescent fertility 
rate in Jamaica is the highest in the English-speaking Caribbean at 112 births per 1,000 women ages 15 
- 19.  More than 3 out of 4 pregnancies are still unplanned among women 15 - 25 years old.  
Approximately 40 percent of Jamaican women have given birth at least once before they each the age 
of twenty (Ministry of Education, Youth and Culture, 2003). 

There are some limitations which may have impacted on the findings.  The questionnaire had a 
few number sex-related, and a number of personal socio-demographic items.  Surveys with sensitive 
issues are likely to contain some bias.  Intentional misreporting, incomplete recall, and 
misunderstanding of survey questions could reduce both the reliability and the internal validity of the 
data. 

In summary, the number of children produced by Jamaican young adults is high, although 
women are having fewer children than men. Persons who had frequent sexual encounters do not 
necessarily produce more children than those who were rarely or moderately active.  Individuals with 
more secure jobs, who had secondary and tertiary education, produced more children. 
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Abstract 
 

A number of fruit farms are present in the vicinity of Winder Town, Balochistan. 
Geologically, these farms are situated over the ophiolitic rocks of Cretaceous age in 
association with sedimentary rocks. The Quaternary sediments concealed the Bela 
Ophiolite. The soil derived from the weathering of these rocks provides good source of Mn 
in the area. Five fruits and 3 wild flora have been selected from different localities of 
Winder to estimate content of Mn in the twigs. The result reflects high Mn concentration in 
the fruits and wild flora, grown close to the ophiolite. The comparative study revealed high 
absorption of Mn in the twigs of Salvadora oleoides, a wild flora and in the guava fruit 
(Psidium guajava). The possible causes of variation in the Mn content from different 
localities have been demonstrated in the light of pillow basalt, soil chemistry, mobility of 
element and average abundance in the plants. The role of Mn in plants and its influence on 
human health have also been discussed. 
 
 
Keywords: Balochistan, Bela Ophiolite, flora, human health, manganese, Pakistan, 

Winder 
 
1.  Introduction 
Manganese is one of the minor elements of earth crust whose concentration is about 0.095 %. 
Manganese is the most abundant metal in soil, where it occurs as oxides and hydroxides (Albarede, 
2003). It also acts as essential trace biophile element. It is required for the healthy growth of plants and 
the animals. The human consumption of Mn is mainly by food: such as fruits and vegetables. After 
absorption in the human body Mn will be transported through the blood to the liver, the kidneys, the 
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pancreas and the endocrine glands (Udayakumar and Begum, 2004). Deficiency and excess of Mn will 
affect on the health of human being, which ultimately cause mild to severe illness (Nergis et al., 2005). 

Medical Geology started as a new discipline in 1998, since then medical geology has grown 
tremendously (Finkelman, et al., 2001). Initial work started in Scandinavian countries (Lag, 1983). 
Medical Geology deals with the effects of geological environment on human health and to explore 
preventative methods for improvement (Komatina, 2004). The present work is related to Medical 
Geology. The purpose of this study is to elaborate the distribution of Mn in rock-soil-water-vegetation 
and its impact on human health. 

Present study carried out on the fruit farms and wild flora in the vicinity of Winder Town. The 
study area has a variety of native flora e.g. Acacia nilotica, Tamarix aphylla, Salvadora oleoides and S. 
persica. Among the fruit plants Achras zapota (Cheeko), Mangifera indica (Mango), Syzygium cumini 
(Jambolin), Tamarindus indica (Tamarind), Psidium guajava (Guava) and Ziziphus jujuba (Jujuba) are 
common. The study area lies on the southern tail of Bela Ophiolite. Pillow basalt in association with 
pelagic sediments is exposed in the area (Naseem et al., 2002). Sedimentary rocks ranging in age from 
Jurassic to Cretaceous are also exposed in the adjoining Mor and Pab ranges (Fig. 1). The Mn-bearing 
soil is derived from the weathering of these igneous and sedimentary rocks. Plants uptake Mn from soil 
and store it in the twigs of fruits and wild flora of the study area. 

Illness due to elemental deficiency and excess of Mn are very common along with a number of 
infectious diseases (Nergis et al., 2000). Karachi is the neighbouring city of winder, having population 
more than 15 millions. The people of Karachi city are the main consumers of these fruits and are 
affected by the concentration of Mn. Present study discusses the availability of Mn in the soil, transmit 
and storage in the twigs of fruit and wild flora. The impacts of Mn on human body and possible health 
hazards are also discussed. 
 
Figure 1: Satellite image of the study area showing exposure of rock types. Sampling sites are referred by 

numbers. 
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2.  Sampling and Analytical Methods 
Twigs of different fruit plants and wild flora were collected in the vicinity of Winder Town, 
Balochistan. Their locations are marked on the satellite image (Fig. 1) and other details are given in 
Table 1. Twigs are preferable for analysis because metal content of the mature twigs does not vary 
appreciably through the growing seasons, in contrast to the fruits, leaves, needles or other parts of 
plants.  Furthermore, twigs samples are easier to collect and process than samples of barks or wood 
(Brooks, 1972). The samples were first washed with distilled water to remove external impurities such 
as dust, fungus and automobile exhaust. Then they were dried in a well-ventilated covered place for 
about 3 weeks. Twigs were ashed as recommended by Brooks (1972) and Martin et al. (1996). One 
gram of air-free ash was treated with concentrated perchloric and nitric acids at a ratio of 7:3. After 
heating to dryness the residue was leached with 6M nitric acid and diluted to 100 ml (Siegel et al., 
1991). The solutions were analyzed for Mn using an Atomic Absorption Spectrophotometer. 
 
 
3.  Physiography 
The study area lies in the Porali Plain, which is bounded by Pab and Mor ranges in the east and Haro 
Range in the west. The area is almost plain. The average height is 100 to 250 feet from mean sea level. 
The Winder River flowing from the Pab range in NE drains the area. The drainage pattern is sub-
parallel to dentritic and flows towards southwest to south. Small streams are intermittent and seasonal, 
while the large one (Winder River) has limited perennial flow. 
 
 
4.  Climate 
The climate of the area is semi-arid to arid, normally remains hot in summer and moderate in winter. 
The summer season starts from April and last till October whereas and June is the hottest month. The 
winter period is from November to March while January is the coldest month. Climate is moderate in 
February and March. The area has uncertain rainfall; mostly it is received during summer. However, 
precipitation mostly occurs in winter, during December to March. The annual mean maximum and 
minimum temperature remains around 17ºC and 3°C in January and above 38°C and 24°C in June 
respectively. The total annual mean precipitation is above 243 mm while the relative humidity about 
35% (Chaudhry, 1999). 
 
 
5.  Geology of the Area 
The study area lies in the southern extremity of Western Fold Belt. In the area, sedimentary and 
igneous rocks are well exposed in a series of mountainous ranges, namely, Pab and Mor ranges, 
including Bela Ophiolite (Fig. 1). The western part is mainly covered with Sub-Recent and Recent 
materials. The top 15 m material is sand dunes. 

Rocks of Mor Range mainly belong to Ferozabad Group of Jurassic age and consists of 
Spingwar, Loralai and Angira formations (Ahsan and Bhutta, 1991; Ahsan and Mallick, 1996 and 
1999). The Cretaceous sedimentary rocks are exposed in the eastern Pab Range. They include Sembar, 
Goru, Parh, Fort Munro, Moghal Kot and Pab (Naseem et al., 2005a, b). The tail of the Bela Ophiolite 
is intermittently exposed along the western contact of Mor Range (Ahsan et al., 1988). The Bela 
Ophiolite is well exposed in the northern part (Naseem et al., 2002; Ahmed, 1992 and 1993). From 
Winder, Bela Ophiolite is concealed under the Quaternary sediments (Zaigham and Mallick, 1994). 
However few isolated outcrops are exposed along the coast of Karachi (Naseem et al., 1996-1997). 
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6.  Mn and Plant 
Manganese is found in the soil from the weathering of Mn-bearing minerals and rocks (Manahan, 
2000). Pillow basalt and associated Mn mineralization is widely found in the vicinity of the study area 
(Naseem et al., 1997). It generally occurs in soil as Mn++ ion, in the oxidizing condition it precipitates 
as MnO2. Manganese in plants is found at low levels and it is considered as essential micronutrients. 
The function of Mn in the plant is closely associated with the function of Fe, Cu and Zn as coenzymes. 
Manganese is needed for photosynthesis, respiration and nitrate assimilation (Cresswell and James, 
2004). Manganese is required for activity of some dehydrogenases, decarboxylases, kinases, oxidases 
and peroxidases. It is involved in other cation-activated enzymes and photosynthetic oxygen evolution 
(Thomas, 2003). High levels of Ca and P also increase the requirement for Mn in plants (Berger, 
1995). 

Manganese, like Fe, is not often deficient in soil but becomes insoluble under alkaline 
conditions. The deficiencies are more likely common in calcareous and alkaline soils (Cresswell and 
James, 2004). Manganese deficiency depresses oxygen production and phosphorylation.The deficiency 
of Mn leads to the accumulation of certain acids, such as citric acid, and is accompanied by a reduction 
in sugar and cellulose content of plants. Plants lacking Mn, accumulate considerable amounts of nitrate 
and nitrite, thus disrupting protein production. Manganese deficiency is associated with reduced 
flowering of plants, reduced resistance to cold and a higher susceptibility to viruses (Thomas, 2003). 
Plants grown over high Mn soil, sometime suffer from Mn toxicity due to the lack of chlorophyll 
(Dutcher et al., 2005). High concentration of Mn in plants can also cause swelling of cell walls, 
withering and brown spots on leaves. 
 
 
7.  Mn and Human Body 
The role of Mn in humans is very important. It is classed as essential micro trace element (Manahan, 
2000). Manganese in the body is mainly received through the daily diet. After absorption in the human 
body Mn will be transported through the blood to the liver, bones, kidneys, pancreas and the endocrine 
glands (William, 1990 and Whitney and Rolfes, 2002). Animal foods are poor sources (Williams, 
1990), while vegetables provide good sources of Mn. Blueberries, pineapples, spinach, dried peas and 
green vegetables are among the better sources of Mn (Kirschmann, 1996). 

The daily-recommended intake of Mn is about 2 to 5 mg per day (Wardlaw, 2000). Deficiency 
of Mn may lead to paralysis, convulsions, blindness and deafness in infants (Kirschmann, 1996), non-
traumatic epilepsy, phenyketonuria (PKU), amyotrophic lateral sclerosis (ALS) and multiple sclerosis 
(Insel et al., 2004). From dietary intake, a high Ca and P intake will increase the need for Mn. Very 
high dosage of Mn results reduced storage and utilization of iron and may produce Fe-deficiency 
anemia. This condition is reversible with the addition of iron to the diet (Kirschmann, 1996).  
Symptoms of high Mn poisoning are hallucinations, forgetfulness and nerve damage (Table 2). 
Manganese can also cause lung embolism, bronchitis, low sex appeal, in-coordination and Parkinson 
syndrome (Zayad, 2002). 
 
 
8.  Results 
Manganese in plants is considered as essential micronutrients. The concentration of Mn in the twigs of 
different plants is generally high. The average abundance of Mn in the ash of plant is 6,700 (Rose et 
al., 1979) and 4,800 mg/kg (Reedman, 1979). The Mn concentration of the twigs of different fruits 
plants of study area shows variations (Table 1). The higher concentration of Mn is found in the twigs 
of guava (Pg). Both the sampling sites (6 and 7) have 2,905 and 1,880 mg/kg of Mn respectively (Fig. 
2A). Among the other fruits, Jambolin (Sc) contains higher amount of Mn (540 mg/kg) found in 
locality no. 12. It is also noticed that in the same locality, the samples of Jujuba (Zj) has also higher Mn 
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concentration than the others (Fig. 3). This locality provides more Mn ions because of the proximity of 
Winder River and the pillow basalt exposure (Fig. 4). The twigs of Cheeko plant (Az) show variable 
concentration of Mn from different localities (Fig. 2A). The level of Mn in Az, is relatively low 
(ranging between 235-355 mg/kg). Possibly the exclusion mechanism of Az is strong and restrict in the 
absorption of Mn. The enrichment level of Mn in the twigs of Mango (Mi) is nearly twice at the 
locality no. 15 (Fig. 3). Tamarind (Ti), collected from 7, 12, and 15 localities (Table 1), shows 
relatively low level of Mn concentration. The variability in the concentration levels in the same species 
of fruits indicates influence of soil composition, pH of soil, depth of root system, proximity of Winder 
River and pillow basalt. 

Among the wild and native flora, the twigs of Salvadora oleoides (So) shows variable 
concentration of Mn in the study area (Table 1). It is important to note that So has absorbed relatively 
higher amount of Mn comparing to other wild flora of the study area (Fig. 2B). Maximum 
concentration of Mn is noted at locality 3, while lowest recorded at locality 10 (Fig. 2). The trend of 
distribution shows higher concentration near the ophiolite exposure, while Mn shows decrease in 
concentration away from the ophiolite. Tamarix aphylla (Ta) has intermediate Mn enrichment (165-
260 mg/kg) among the wild flora, which is greatly influenced by the presence of pillow basalt (Fig. 1). 
The spread (SD) is low indicating that Ta has special mechanism to restrict the uptake of Mn. Similar 
species (Ta) shows high concentration of Mn (3,000, mg/kg) in the north of study area due to Mn 
mineralization (Naseem et al., 1995). Acacia nilotica, in spite of deep root system does not transfer 
much amount of Mn from soil. The values are nearly consistence (155-240 mg/kg).  Salvadora persica 
was found in only one locality (9) and has very low Mn content (90 mg/kg). 
 
Table 1: Concentration of Mn (mg/kg) in the fruits and wild flora of the study area. Number in subscript 

represents localities. Abbreviation of flora is given as superscript.  Az = Achras zapota, Pg = 
Psidium guajava, Zj= Ziziphus jajuba, Sc = Syzgium cumini, Mi= Mangifera indica, Ti = 
Tamarindus 

 
Fruits Wild flora 

5235Az 1155 An 
62,905Pg 1365 So 
7215Mi 2240 Ta 
7260Ti 3735 So 
8310Az 4165 Ta 
9250Az 9240 An 
10355Az 990 Sp 
12290Az 10100 So 
12495Zj 10195 Ta 
12540Sc 11210 An 
12235Mi 11190 So 
12275Ti 13495 So 
14260Az 14170 An 
14390Zj 14235 So 
14375Sc 14180 Ta 
15295Az 15430 So 
15465Mi 15180 Ta 
15220Ti  
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Figure 2: Variations in concentration of Mn in the ash of a. fruits and b. wild flora, from different localities. 

Abbreviation of flora is given in Table 1. 
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Figure 3. Concentration of Mn in different fruit plants of same locality. 
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Figure 4: Exposure of pillow basalt in the eastern part of the study area, near locality # 2. 
 

 
The pH and Eh of the soil plays important role in the bioavailability of Mn for the plants. The 

pH versus Eh plots of the soil of study area exhibits positive linear relationship (Fig. 5). The average 
concentration of Mn in the fruits and wild flora shows three distinct populations. The first cluster has 
lowest Mn (200, mg/kg) concentration at 7.8 pH and Eh -50 mv. The second group has moderate Mn 
(404 mg/kg) absorption at pH and Eh 8.05 and -60 mv, respectively. Maximum concentration of Mn 
(885 mg/kg) was observed as third population, grown in the soil having pH 8.3 and Eh -80 mv (Fig. 5). 
The present study revealed high bioavailability of Mn in the soil is favored by reduce alkaline 
environment. This kind of environment brought Mn to higher oxidation state that mobilizes Mn in the 
form of complex oxy-anion (Rose et al., 1979). The cationic Mn is readily soluble in acid soil 
(Michopoulos and Cresser, 2002). 
 
Figure 5: Average concentration of Mn in fruits and wild flora and relationship with pH and Eh of the soils of 

study area. 
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9.  Discussion and Conclusions 
The area in the vicinity of Winder Town has exposures of Bela Ophiolite in association with 
sedimentary rocks of Jurassic to Cretaceous age. These rocks are rich in Mn bearing minerals (Naseem 
et al., 1997). The soil derived from the weathering of these rocks has high Mn concentration. Many 
fruit farms are present in the Valley. The Winder River passes across the sedimentary and ophiolitic 
rocks, which provides good sources of Mn. The comparative study showed that the twigs of Salvadora 
oleoides, a wild flora and in the guava fruit (Psidium guajava) have higher concentration of Mn. The 
twigs of other fruits also have relatively high amount of Mn. 

The chemistry of pillow basalt, distance from the pillow basalt, composition of water, mobility 
of elements, dispersion mechanism, pH, Eh, nature of weathering and exclusion mechanism of the 
species has played an important role in the concentration of Mn in different plant species. The reduced 
alkaline environment favours high bioavailability of Mn in the soil. This kind of environment brought 
Mn to higher oxidation state that mobilizes Mn in the form of complex oxy-anion. Plants grown close 
to the pillow basalt and close to Winder River have absorbed high Mn in contrast to plants cultivated 
on thick wind-blown soil cover and away from basalt exposures. 

Manganese is essential micronutrient, required for healthy growth of human beings. The daily-
recommended intake of Mn is about 2 to 5 mg per day (Wardlaw, 2000). Deficiency or excess of Mn 
may lead to many diseases (Table 2). The people of Karachi are the main consumer of these fruits. 
Possibly these fruits may provide high Mn, beside the other sources. This condition may leads to high 
level of Mn in the human body, causing a number of diseases. On the other hand, tea and coffee are the 
best source of Mn. Tea is one of the common and favorite drinks of Karachiites. Some estimates 
suggest that tea supplies as much as 20 to 30 percent of our daily Mn intake (Insel; et al, 2004). 
Probably in this situation fruits from Winder area may further aggravate the balance of Mn. In the 
recent past, diseases due to Mn are very common in Karachi because of the high Mn intake. Proper 
survey is needed to verify the action of Mn in the citizens of Karachi. Hopefully, the physicians, food 
scientists and pharmacists can apply the present knowledge in evaluating the budget of Mn in the 
human body to overcome many Mn related disease. 
 
Table 2: Role of Mn in human body (complied from various sources). 
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Abstract 
 

Full autoregressive moving average model are always characterize by many 
parameters and this is a problem. Some of these parameters are always close to zero and 
there is the need to eliminate these parameters and this can be done through subsetting. In 
this paper subset autoregressive moving average models is considered using the proposed 
algorithm and as well compare with subset autoregressive models. The autoregressive 
models of order p and autoregressive moving average models of order p and q from which 
we can have various subsets is represented respectively thus: 

tptpttt XXXX εφφφ +++= −−− 2211  (1) 
(1 – a1 β – a2 β2 - … - ap βp) Yt = (1 + b1 β + b2 β2 + … + bp βp) εt (2) 
The best model among the subsets autoregressive models and subsets 

autoregressive moving average models is selected using the Akaike Information Criteria.  
The best models in the subsets autoregressive models and the subsets autoregressive 
moving average models are compared using residual variance. 

Results revealed that the residual variance attached to the subset autoregressive 
moving average model is smaller than the residual variance attached to the subset 
autoregressive model. We conclude that the subset autoregressive moving average model 
perform better than subset autoregressive model. 
 
 
Keywords: Full Autoregressive moving average model, Subsets Autoregressive models. 

Subset selection, Order Determination Criterion, Model Estimation. 
 
Introduction 
It may be said that the era of linear time series models began with such linear models as Yule’s 
autoregressive (AR) models (1). In the past five decades or so, we have seen remarkable successes in 
the application of linear time series models in diverse fields for example Box and Jenkins (2); Hannan 
(3) (4); Chatfield (5); Anderson T. W.(6) (7). Nottingham International Time Series Conference in 
March 1979. These successes are perhaps rather natural in view of the significant contributions of 
linear differential equation in all branches of science. 

In time series modeling, subset models are often desirable, especially when the data exhibits 
some form of periodic behaviour. In such cases, fiitting full order models often results in the fitted 
coefficients of some lags being close to zero. Before considering subset modeling, consider the 
problem of fitting a full order autoregressive model of order k, AR(k) as well as the fitting of a full 
order autoregressive moving average model of order kq ARMA(kq) This we consider in the next 
section. 
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Materials and Methods 
Autoregressive Model 

A time series [Xt] is said to follow an autoregressive process of order p if satisfied the difference 
equation. 

tptpttt XXXX εµφµφµφµ +−−−−−−−−−−+−+−=− −−− )()()( 2211  (2.1) 
A finite stationary stochastic process [Xt] is defined as; 

tptpttt XXXX εφφφ +++= −−− 2211  (2.2) 
Where, 

1. tε  is a gaussian process 
2. pφφφ −−−−−−− 21  is a finite set of weight parameter 
3. E(Xt) = m = 0 

In backward shift operation rotation presentation this model can be written as; 
tt

p
p X εφφφ =Β−−−−−−−−−Β−Β− )1( 2

21  (2.3) 
i.e ttX εφ =Β)(  
where 

 (2.4) 
and the equation 0)( =Βφ  is called the characteristics equation. For stationary the roots of the 
characteristic equation 0)( =Βφ  must be outside the unit circle. The estimate of the parameter Фi, i = 
1, 2, …, p can be obtained by Yule Walker method as follows. 
 
Model Estimation 

The autoregressive model (2.2) is a useful model, since it usually explains much of the variation and 
often has some physical foundation. Furthermore, its test theory is typical of a much more general case. 
The basic problem is actually the estimation of the parameters φ i and σ 2. 

If the error t and xt have means 0 and µx, respectively, then we modify (2.2) as 

∑
=

P

I 0

φ i (xt – µ) = Єt (2.5) 

Although we usually assume that the Єt are normally distributed. This is not a restrictive 
assumption as it appears but to a first approximation the means and variances of autocorrelations are 
unaffected by non normality and estimates of parameters such as the autoregressive coefficients, φ i, 
should be similarly robust. 

Now, for normal processes the log-likelihood of the sample x1, x2, …, xn is, for large n, 

[ ]
2
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2

2 )(
2

1log
2 ∑ ∑
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− −−−=
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i
iti XnconstL µφ

σ
σ  (2.6) 

Maximising this expression with respect to µ, one obtains the estimator 

∑∑
∑∑ == −

t
i

iit X
nn

X 1
φ
φ

µ  (2.7) 

Inserting (7) in (6), one finds 
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where CJ-i is the estimate of the autocovariance of lag J – i. 
So that the maximum likelihood estimators of the remaining parameters are determined 

approximately by the relations 
Σφ i CJ-i = 0, j = 1, 2, …, p (2.8) 
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σ 2 = 1/n Σ Σφ jφ i CJ-i 

= 1/n ∑
=

p

i 0

Σφ i Ci (2.9) 

The analogus form of (2.8) and (2.9) is the Yule-Walker relations is given as: 
Xt = φ p1 Xt-1 +φ p2 Xt-2 + … +φ pp Xt-p + Єt 
Multiply through by Xt-k and take expectations we have 
γ k = φ p1γ k-1 + φ p2γ k-2 + …+ φ pp γ k-p … k > 0 

set k = 1, 2, …, p 
γ 1 = φ p1γ 0 + φ p2γ 1 + …+ φ pp γ p-1 
γ 2 = φ p1γ 1 + φ p2γ 0 + …+ φ pp γ p-2 

 
 (2.10) 

γ p = φ p1γ p-1 + φ p2γ p-2 + …+ φ pp γ 0 
Expression (2.10) is termed Yule-Walker equations. Divide (2.10) by γ 0 and write in matrix 

form as 

ρp = Pp φ ρ, Pp is positive definite and hence Pp
-1exists, therefore, 

φ ρ =Rp
-1Sp (2.11) 

where R and S are sample estimates of P and ρ respectively. 
 
Autoregressive Moving Average Model 

A useful class of model is that formed from a combination of MA and AR processes. The 
autoregressive moving average process ARMA(p, q) satisfies the equation 

(1 – a1 β – a2 β2 - … - ap βp) Yt = (1 + b1 β + b2 β2 + … + bp βp) εt (2.12) 
The estimation procedure requires initial estimates of the coefficients a1, a2, … , ap, b1, … , bq. 
Given a series of observations y1, y2, …, yn on the process Yt of (2.12) with sample 

autocovariances denoted by 

,....2,1,0),)((1
1

=−−= −
+=
∑ ττ
τ

τ yyyy
n

C t

n

t
t  (2.13) 

and ττ CC =− , it follows that the autoregressive coefficicents a1, a2, … , bp can be estimated by solving 
the set of equations. 

Assuming, now that one can write 
(1 – â1 β – â2 β2 - … - âp βp) Yt = Ỹt ≈ (1 + b1 β + b2 β2 + … + bq βq) εt 

the coefficients b1, b2, … bq can be estimated using the autocovariance properties of the moving 
average process Yt. Denote the sample autocovariances of this process as τC~  . It can then be shown 
that 



On the Estimation and Performance of Subset Autoregressive Moving Average Model 703 

 

))(......(~
111

1
0

0

2
jjpjppjj

p

j

p

j
j ccaaaaaaacaC −+−−+

==
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where a0 = -1. A Newton-Ralphson algorithm, can then be employed to generate estimates of the 
moving average coefficients by an iterative procedure. 
 
Model Identification and Order Determination 

The traditional tools used in the identification of the model of a time series are the partial 
autocorrelation function (PACF) and the autocorrelation function (ACF). They help to determine the 
model that is best and gives a precise representation of the time series. 

A stationary series is modeled as an AR(p) if the sample autocorrelation function (ACF) decays 
exponentially to zero and the partial autocorrelation function (PACF) cut off after lag P. 

On the other hand, a series is modeled as an MA(q) if the partial autocorrelation function 
(PACF) decays exponentially to zero and the autocorrelation function (ACF) cut off after lag q. 

If however, neither the autocorrelation function nor the partial autocorrelation cuts off, the 
series is modeled as an autoregressive moving average ARMA (pq). 

The lag at which the partial autocorrelation function (PACF) or autocorrelation function (ACF) 
cuts off determines the order of the model. It is important to note that in practice, neither ACF nor 
PACF cuts off at lag p or q exactly, rather their value drops to zero at these points. 

Akaike Information Criterion (AIC) can also be used in the determination of the order Akaike, 
(8). Also Final Prediction Error (F.P.E.), Parzen (9), Criteria for Autoregressive Transfer Function 
(CAT). 

For the kth autoregressive model, the FPE criterion is given by 
FPE(k) = 2

kσ  [1 - k/N] 
where 2

kσ  is the unbiased estimator of 2σ using the kth order model, that is 
2
kσ = RSSk / (N-k) 

Similarly for a pth order model 
AIC(p) = Nln 2

pσ  + 2p where 
2

1 1

2 1 ∑ ∑
= =

− ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

N

i

p

t
ititp xx

N
φσ  

is the maximum likelihood estimate of the residual variance after fitting the AR(p). 
In practice, we specify a maximum lag L and fit successively 
AIC(1), AIC(2), …. 
The minimum FPE or AIC is the best model for the data. AIC is known to perform better than 

FPE. 
 
Algorithm for 2k-1 Possible Subsets in Time Series Models 

Hocking, R. R. and R. N. Leslie (10) and Furnival G. M (11) considered 2k-1 subsets of a regression 
model while Hagan V. and Oyetunji O. B. (12) considered the selection of possible subsets for 
Autoregressive models. This algorithm takes care of selection of 2k-1 subsets in Autoregressive 
moving average models and it goes thus: The 2k-1 subsets of time series models make use of the 
properties of permutation and combinatorial analysis and the algorithm goes thus: The k value, which 
is an integer and a maximum lag, is identified in our model. The first sets of numbers are one digit 
number 1, 2, 3, up to k. The second sets of numbers are 2-digit numbers arranged in such a way that 
the first digit 1 is taking and combine with the next number until k is reached; the next digit 2 is picked 
and combines with the next number until k is reached, the next digit with the next number until k is 
reached. This is continuing until (k-1) and k is reached. 
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The third sets of numbers are three digits and the second digit is operated on to produce third 
digit. Our guide is that the 2-digit must have the next forward number until k is reached and the next 
two digits must have the next forward digit until k is reached. This is continuing until we have (k-2)(k-
1) and k. This is continuing until we have the maximum digit, which is the digit k that is (k-n)(k-s)(k-
u)(k-z)(k-m)(k-y)………….k. where n<k by 1, s<k by 2, u<k by 3…………………..k. Suppose we 
have our k to be 4, (the best bilinear) there are 24 – 1 possible subsets that is 15 subsets. Following our 
algorithm we shall have the following: 

1, 2, 3, 4, 12, 13, 14, 23, 24, 34, 123, 124, 134, 234, 1234. 
The equations for the following are 
X t = b1x t-1 - + e t 
X t = b2x t-2 - + e t 
X t = b3x t-3 - + e t (2.15) 
X t = b1x t-1 + b2x t-2 + b3X t-3 + b4x t-4 - + et  (2.16) 
Where 1=b1, 2=b2, 3=b3, 4=b4. If the minimum AIC occurred in (2.15) that model is the Subset 

Time Series model. 
 
 
Results and Discussion 
The data used in this study is the record of sunspot numbers between 1734 and 1883. An efficient 
computer package was used to fit various full AR(p), Subset AR(p), ARMA(p,q), Subset ARMA (p,q) 
models to the data. 
 
Fitting of Full and Subset Autoregressive Models 

Autoregressive model of orders 1 to 10 was fitted using the real series. The choice of the best order is 
made on the basis of AIC and the minimum AIC is the best model and this was found when p=7. The 
fitted model is 

54321 238603.0128061.0228855.0277742.0373901.0 −−−−− −−−−= tttttt XXXXXX  

ttt eXX +−− −− 76 280308.0105105.0  
R-Squared =0.518146 
S. E. of Regression =15.62754 
Sum Squared Residual =32969.70 
Akaike Information Criterion =8.383986 
F-Statistic =24.19461 
Prob(F-Statistic) =0.0000 

There are 27-1=127 possible subsets. The choice of the order is made on the basis of minimum 
AIC and having considered the 127 possible subsets, it was found that AIC is minimum in the 
following model 

ttttttt eXXXXXX +−−−−= −−−−− 75321 293320.0339150.0270908.0271125..0412820.0  
R-Squared =0.506373 
S. E. of Regression =15.70142 
Sum Squared Residual =33775.22 
Akaike Information Criterion =8.379955 
F-Statistic =35.13437 
Prob(F-Statistic) =0.00000 
 
Fitting of Full and Subset Autoregressive moving average models 

Autoregressive moving average model of orders 1 to 10 was fitted using the real series. The choice of 
the best order is made on the basis of AIC and the minimum AIC is the best model and this was found 
when p=7 and q=1. The fitted model is 
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654321 014015.0205652.0010835.0109560.0506534.0900946.0 −−−−−− −−−+−= ttttttt XXXXXXX

ttt eeX +−− −− 17 585412.0146900.0  
R-Squared =0.531015 
S. E. of Regression =15.47486 
Sum Squared Residual =32089.14 
Akaike Information Criterion =8.370999 
F-Statistic =21.67479 
Prob(F-Statistic) =0.00000 

There are 27-1=127 possible subsets. The choice of the order is made on the basis of minimum 
AIC and having fitted the 127 possible subsets, it was found that AIC is minimum in the following 
model 

754321 152380.0215636.0007407.0107803.0509454.0905337.0 −−−−−− −−−−−= ttttttt XXXXXXX

tt ee +− −1588895.0  
R-Squared =0.530962 
S. E. of Regression =15.41830 
Sum Squared Residual =32092.76 
Akaike Information Criterion =8.357027 
F-Statistic =25.47056 
Prob(F-Statistic) =0.00000 

 
Table 1: Values of 2

eσ  And AIC 
 

Model & Parameter Subset (AR) Subset (ARMA) 
2
eσ  237.8208 225.9679 

AIC 8.379955 8.357027 
 

The result of the analysis is presented in the table above. We could see from the table the value 
for the residual variances and Akaike Information Criterion of the subset autoregressive model and 
subset autoregressive moving average model. This result has shown that subset autoregressive moving 
average model outperformed subset autoregressive model. 
 
 
Conclusions 
We have described an algorithm for estimating subset stationary linear time series autoregressive and 
autoregressive moving average models, and the estimation procedure is illustrated with a real time 
series. The residual variance attached to the subset autoregressive moving average model is smaller 
than the residual variance attached to the subset autoregressive model suggesting that subset 
autoregressive moving average model perform better than subset autoregressive model. 
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Abstract 
 

Many medical investigations generate both repeatedly-measured (longitudinal) 
biomarker and survival data. One of complex issue arises when investigating the 
association between longitudinal and time-to-event data when there are cured patients in 
the population, which leads to a plateau in the survival function )(tS  after sufficient 
follow-up. Thus, usual Cox proportional hazard model Cox (1972) is not applicable since 
the proportional hazard assumption is violated. An alternative is to consider survival 
models incorporating a cure fraction. In this paper we present a new class of joint model for 
univariate longitudinal and survival data in presence of cure fraction. For the longitudinal 
model, a stochastic Integrated Ornstein-Uhlenbeck process will present, and for the 
survival model a semiparametric survival function will be considered which accommodate 
both zero and non-zero cure fractions of the dynamic disease progression. Moreover, we 
consider a Bayesian approach which is motivated by the complexity of the model. Posterior 
and prior specification needs to accommodate parameter constraints due to the 
nonnegativity of the survival function. A simulation study is presented to evaluate the 
performance of this joint model. 
 
 
Keywords: Survival model, Longitudinal model, Cure rate model, fixed effects, Random 

effects, Bayesian approach, Integrated Ornstein-Uhlenbeck. 
Mathematics Subject classifications (2000): 62F15, 62G99, 62M05, 62N01 

 
1.  Introduction 
Joint models for longitudinal and survival data have recently become quite popular in cancer, AIDS, 
and environmental health studies where a longitudinal biologic marker of the health-related outcome 
such as CD4 counts (A type of T cell involved in protecting against viral, fungal, and protozoal 
infections), immune response to vaccine, or quality of life in clinical trial can be an important predictor 
of survival or some other time-to-event.  Often the observed longitudinal data are incomplete or may 
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be subject to error.  Since such longitudinal markers (covariates) are measured with error, the analyses 
become more complex than one that treats these as fixed covariates in a survival model. 

A joint model is comprised of two linked submodels, one for the true longitudinal process and 
one for the failure time, along with additional specifications and assumptions that allow ultimately a 
full representation of the joint distribution of the observed data. All joint models developed so far in 
the statistical literature have focused on time-to-event data models with no survival fraction. However, 
in many applications the time-to-event data may have joint or marginal survival curves that plateau 
beyond a certain period of follow-up, Empirical evidence to confirm this feature of the population is a 
long and stable plateau with heavy censoring at the tail of the Kaplan-Meire survival curve.  With long 
term survivors, the usual Cox proportional hazard model Cox (1972) is not applicable since the 
proportional hazard assumption is violated, therefore, it is important to develop a survival model 
capable of accommodating a possible cure fraction for each marginal survival function as well as 
linking relevant longitudinal markers to such a model. 

In many cancer treatment trials, the prognosis for the patients under study might be quite good 
and such patients may by cured after treatment and sufficient follow up. In these situations, a plateau 
typically occurs in the survival curve and a survival model with 0)( =∞S  is no longer appropriate. An 
alternative is to consider survival models incorporating a cure fraction. Which, often referred to as a 
cure rate models, which are becoming increasingly popular in analyzing data from cancer clinical 
trials. Perhaps the most popular type of cure rate model is the mixture model discussed by Berkson and 
Gage (1952). In this model, they assume a certain fraction θ  of the population is "cured" and the 
remaining )1( θ−  are not cured. the standard mixture cure model )(tS  is defined as 

),()1()( 1 tStS θθ −+=  (1) 
where )(1 tS  denotes the survivor function for the non-cured group in the population. Clearly 

(1) is improper since ,)( θ=∞S  and when covariates are included we have a different iθ  for each 
subject .,...1 ni =  A logistic regression structure for iθ  is usually given by 

( )
( ) , exp1

exp

i
T

i
T

i
Z

Z
δ

δ
θ

+
=  (2) 

as assumed by Kuk and Chen (1992), where iθ  is a probability and cannot be zero and iZ is a vector of 
covariates.  The standard mixture cure model has been extensively studied in the literature Gray and 
Tsiatis (1989); Taylor (1995); Maller and Zhou (1996); Peng and Dear (2000); Sy and Taylor (2000); 
Betensky and Schoenfeld (2001); Yin (2005) ; Yin and Ibrahim (2005); among others. An alternative 
cure rate model, with a proportional hazards structure for the population, sometimes called the 
promotion time cure rate model Yakovolev et al. (1993); Chen et al. (2000) is given by 

{ })(exp)( tFtS θ−=  (3) 
where )(tF  is a proper cumulative distribution function and represents the promotion time, that is, 
time to development of a detectable tumor mass. Common parametric choices for )(tF are exponential 
Goldman (1984) and Ghitany et al. (1994) and weibull distribution Farwell (1977), Farwell (1982), 
Kimber Crowder (1984) and Chi et al (2006).  Nonparametric choices have also been considered Kuk 
and Chen (1992), Taylor (1995), Sy and Taylor (2001), Ibrahim et al. (2004).  There are also 
formulations of non-mixture cure models to incorporate long-term survivors Yakovlev and Tsodikov 
(1996), Tsodikov (1998), Chen et al. (2000), Chen and Ibrahim (2001), Chen et al. (2004) and Brown 
and Ibrahim (2003a, 2003b). 

The basic idea of the joint modeling of longitudinal and survival data in presence of cure 
fraction is to model these data through the cure fraction ,θ that is 

,))()(exp( tZtY i
T

ii δγθ += ∗  (4) 
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Where γ  and δ  are vectors of regression coefficient, )(tYi
∗  is the longitudinal measurements.  

There has been relatively little publications about jointly modeling longitudinal and survival data with 
surviving fraction, Law, Taylor and Sandler (2002) proposed a joint longitudinal and survival cure 
mixture model, they obtained maximum likelihood estimations of the parameters using Monte Carlo 
Expectation Maximization (MCEM) algorithm. While Ibrahim et al. (2001), Brown and Ibrahim 
(2003a), Chen et al. (2004), Chi and Ibrahim (2006) and Cowling et al. (2006) obtained the parameter 
estimation using the Bayesian approach. 

The presentation of our proposed joint model in this article proceeds as follows. In subsection 
2.1, we begin by presenting a longitudinal model, in which the longitudinal response measurements are 
consisting of a combination of fixed effect, random effect, An Integrated Ornstein-Uhlenbeck (IOU) 
stochastic process and measurement error.  In subsection 2.2 we present a cure rate model that allows 
for a zero as well as a nonzero cure fraction, So that, in addition to some carcinogenic cells remaining 
active after initial treatment, new carcinogenic cells are assumed to occur over time after this treatment 
with promotion times are assumed to be independent and identically distributed with a common 
semiparametric distribution function. We then combine these two models to obtain a joint longitudinal 
and cure rate model. In section 3 we will derive the likelihood function by introducing the 
semiparametric distribution function. Two methods will used to assess the joint model fit will present 
in section 4. To evaluate the performance of this joint model, simulation study will be present in 
section 5. And then we conclude with discussion. 
 
 
2.  A New Class of longitudinal and survival joint model 
In this section we will propose and setup for our new class of joint model. For subject I, ,,...,1 ni =  let 

iT  and iC  denote the event time and censoring time respectively; let iZ  be a q-dimensional vector of 
baseline covariates and let )(tYi  be the longitudinal process at time .0≥t  Components of iZ  might 
also be time dependent covariates whose values are known exactly and that are "external" in the sense 
described by Klabfleisch and Prentice (2002). Rather than observe iV  for all i, we observe only 

),min( iii CTV =  and the censored indicator ),( iii CTI ≤=∆  which equals one for time-to-event and 
zero otherwise.  Values of )(tYi  are measured intermittently at times ,iij Vt ≤  ,,...,1 inj =  for subject i, 
which may be different for each i, often; target values for the observations times are specified by a 
study protocol, although deviations from protocol are common.  The observed longitudinal data on 
subject i may be subject to "error", thus we observed only ,)}(),...,({ 1

T
iniiii i

tYtYY ∗∗∗ =  whose 

elements may not exactly equal the corresponding )( iji tY .  A joint model is comprised of two linked 

submodels, one for the true longitudinal process )( 1ii tY ∗  and one for the failure time iT , along with 
additional specifications and assumptions that allow ultimately a full representation of the joint 
distribution of the observed data },,,{ iiiii tYVD ∗∆= , where .),...( 1

T
inii i

ttt =  The iD  are taken to be 
independent across i, reflecting the belief that the disease process evolves independently for each 
subject. In the framework of joint modeling, we specifically assume that the time-to-event T  and 
vector of repeated measurements ,Y  are conditionally independent given ∗Y  
 
2.1. The longitudinal process 

In this article, for the longitudinal process, we focus on a model consisting of a combination of fixed 
effect, random effect, An Integrated Ornstein-Uhlenbeck (IOU) stochastic process and measurement 
error, Taylor et al. (1994). In general we assume that 
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where 1ϖ  are fixed effects coefficients, 2ϖ  are random effects coefficients, )( iji tW  is an IOU 

stochastic process, and )( iji tε  is measurement error. To be more specific, we will consider the 

situation where the only coefficients in 1U  and 2U  are the intercept, t, then, as a special case, with 
some change in notation, (5) can be written as 

⎪⎩

⎪
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⎧

+++=

+=
∗

∗

),()()(

)()()(

ijiijiijiiiji

ijiijiiji

tWtXtbatY

ttYtY

β

ε
 (6) 

where )( iji tY denotes the observed value of a continuous time-dependent covariates (or disease 

marker) for subject i ),..,1( ni =  at ijt  ),..,( inij = ; n number of the subjects in the study in ; number of 

repeated measurements for subject i and may be different for each subject, )( iji tY ∗  is the true value of 

the marker at time ijt , ),( 2
aai Na σµ∼  are independent random intercept of subject i, ib  is the random 

slope, )( iji tX  is a )1( ×p  vector of the values of p variables for subject i at time ijt . The p×1  vector 
of unknown regression parameter β  represents the effect of the p variables on the marker, 

),0()( Σ∼ NtW iji  are independent IOU stochastic process with covariance structure given by 

;1),(min2
2

))(),(( 3

2
⎟
⎠
⎞⎜

⎝
⎛ −−++= −−−− stts

ii eeetssWtWCov αααα
α
σ  (7) 

where α  and 2σ  are parameters, and ),0()( 2
εσε Ntiji ∼  represents deviations due to measurement 

error. An appealing feature of model (6) is that it corresponds to a random effects model as α  
approaches zero and ασ 2/2  maintains a constant.  This can be seen directly from the observation 
under this circumstance, the IOU process is no more than a random effects model.  Also, it is 
interesting to note that scaled Brownian motion is a special case of )(tW  in which α  is infinitely large 

and ασ 2/2  is constant. In general, this model is more flexible and plausible than a random effects 
model since it allows the marker to vary a round a straight line and allows the data to determine the 
degree of this variation. 

Note that ))(),(( sWtWCov ii  in (7) depends on s and  t and not just on their difference, which 
can be described as a disadvantage of the IOU process, that is not a stationary, and hence it is necessary 
to have a natural time zero for each subject.  In some applications it may be that there is no natural time 
zero or that time zero is not exactly known.  Thus, following Taylor et al. (1994), we can overcoming 
this problem by analyzing the differences. 

Let 
iiFY  be the first measurements on subject  i at time ,iF  and let ;

iiFitit YYD −=  for iFt >  . 
Then 

,)()(
iii iFitiFitiFitiit WWXXFtbD εεβ −+−+−+−=  (8) 

and 
,),(

21
CBADDCov itit ++=  (9) 

where 
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For .21 tt ≤  By this assumption, we see that ),(
21 itit DDCov  and hence )),(),(( sWtWCov ii  

depends only on the difference in times, so it avoids the need to define natural time zero. 
 
2.2. The Time-to-Event Model 

Motivated by the promotion time model, discussed by Yakovlev and Tsodikov (1996).we present a 
model which allows for a zero as well as a nonzero cure fraction Chi and Ibrahim (2006). We propose 
such model by specifying an alternative mechanism for the characteristics of tumor growth.  Instead of 
assuming the carcinogenic cells turn active only at the beginning of the study, we allow the possibility 
that active carcinogenic cells may occur at anytime after the start of the study. So that, in addition to 
some carcinogenic cells remaining active after initial treatment, new carcinogenic cells are assumed to 
occur over time after this treatment. Thus the number of carcinogenic cells changes over time, and the 
risk of developing a cancer relapse becomes dynamic over time. the development of any active 
carcinogenic cells to become a detectable tumor then leads to relapse. In terms of the statistical 
modeling, the promotion times for carcinogenic cells to become detectable tumor are assumed to be 
independent and identically distributed with a common semiparametric distribution function. A 
stochastic nonhomogeneous Poisson process is also introduced to model the variation of the number of 
carcinogenic cells over time. 

For an individual in the population let )(tN  denote the number of carcinogenic cells occurring 

at time t and ,lC ),...,1( ∗= Nl  denote the random time for the lth carcinogenic cell to produce a 
detectable cancer mass, lC  are independent and identically distributed with a common semiparametric 
distribution function 

)(1)( ySyF −=  (10) 

where ,)(0 dttNN y
∫=∗  represents the total number of active carcinogenic cells that have 

occurred before relapse at .yT =  
Definition 1: A Poisson process with a non-constant rate )(tλλ =  is called a non- homogeneous 

Poisson process. In this case we have 
• Non-overlapping increments are independent , 
• )()()1)()(( totttNttNP ∆+∆==−∆+ λ  
• )()2)()(( totNttNP ∆=≥−∆+ , 

where ),()( yoyg = 0→y  is the usual symbolic way of writing the relation .0)(lim
0

=
→ y

yg
y

 

In the promotion time model, N is assumed to be independent of t and has a Poisson distribution 
at the beginning of the study, in our model we propose to have )(tN  changed over time so that, 
according to definition (1), )(tN  will follow the non-homogeneous Poisson process with mean ).(tλ  
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Theorem 1: If 0),( >ttN  is a Poisson process with mean ),(tλ  then ∫=∗ y
dttNN

0
)(  is a Poisson 

random variable with parameter ∫=Λ
y

dtty
0

.)()( λ  i.e. [ ]
!

)()(
)(

k
eykNP

yk Λ−
∗ Λ

== . 

Proof: Recall that the moment generating function of a continuous random variable is defined 
through Laplace transform 

i
i

i
x

x pzzEzG ∑∞
=== 0)()(  (11) 

Where ).( ixPpi ==  Assume that ∗N  is a Poisson random variable with parameter )(yΛ  then 

[ ]
!

)()(
)(

i
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yi Λ−
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==  , ,...2,1,0=i  and 

[ ].)1)((exp)()( −= ztNzG tN  (12) 

Define the generating function as Gt E zN t , then we can write 
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→∆
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d
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[ ].1)()(log)(log
00 −=− ∫ zdzGzG
t

t ξξλ  Thus 
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t

t

ezG
ξξλ

 (13) 

Comparing the result in (13) to that in (9) we conclude that ∗N is a Poisson random variable 

with parameter dtty
y

)()(
0
λ∫=Λ  ■ 

Moreover, for ),0( yt ∈ , the conditional distribution of the exact time of the occur of an active 

carcinogenic cells given )0(>∗N  are independent and identically with probability density function 

),0(               , 
)(
)(

)(

)()(
0

yt
t
t

dtt

ttg y ∈
Λ

==
∫

λ

λ

λ  (14) 

Upon the random variable lC  with distribution function ),(yF  the conditional population 

survival function given ∗N  can then be derived as 
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and hence, the survival function for the population is given by 
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the cure fraction is thus given by 

,)()(limexp)(
0 ⎭

⎬
⎫

⎩
⎨
⎧

−−=∞ ∫∞→
dttyFtS

y

y
P λ  (17) 

if the integral in (17) is bounded then the survival function has a non-zero cure fraction, otherwise the 
survival function in (16) leads to a proper survival function, that is .0)( =∞PS  

Using the properties of a distribution function )(tF  and the fact that )(tλ  is non-negative, as 
∞→y  the population survival function in (17) reduces to 

,)(limexp)(
⎭
⎬
⎫

⎩
⎨
⎧

Λ−=∞
∞→

tS
y

P  (18) 

that's to say, a cure rate model is characterized by a bounded cumulative mean for the number of 
carcinogenic cells, while a proper survival model is characterized by an unbounded cumulative risk. 
And hence, this development of the stochastic disease process allows models for both zero and non-
zero cure fractions. 

The density function corresponding to (16) is given by 

⎥⎦
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⎡ −−−=
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∫∫ dttyFtdttyft
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dyf
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where ).()( yFyf dy
d=  The hazard function is then given by 

.)()(
)(
)()(

0
dttyft

yS
yfyh

y

P

P
P −== ∫ λ  (20) 

Since )(yS P is not a proper survival function when the integral dttyFty )()(0 −∫ λ  is 

unbounded, and hence )( yf P  is not a proper probability density function and )(yhP  is not a hazard 
function corresponding to a probability distribution.  However, )( yf  is a proper probability density 
function and )(yhP is compound of ,θ  ),(yF  and )( yf .  Thus, it has the proportional hazard 
structure when the covariates modelled through )(tλ  . This structure is more appealing than the one 
from the standard cure rate model (1) and is computationally attractive. 
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The survival function for the non-cured population is given by 
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0

1 ==
→

ySS
y

, and ,0)(lim)( 11 ==∞
∞→

ySS
y

 that is, )(1 yS  is a proper 

survival function. The probability density function for the non-cured population is given by 
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and the hazard function for the non-cured population is then given by 
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The hazard function in (23) depends on y, then, we can say that )(1 yh  does not have a 
proportional hazard structure. To write )(yS P  in term of the cure fraction ,θ  one can use the 
mathematical relationship between the models in (1) and (16), and then the model can be written as 

[ ] [ ]{ } ),()(exp1)(exp

)()(exp)(
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ySyy

dttyFtyS
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 (24) 

thus, )(yS P  is a standard cure rate model with cure fraction [ ].)(exp yΛ−=θ  

To incorporate information from both the longitudinal trajectories )(tY ∗  and the other potential 
covariates (time dependent or time fixed) for survival model, then they can be joint through the rate 

)(tλ  by the relation 

{ }
[ ]{ },)()()(exp

)()(exp)(
tZtWtXbta

tZtYt
δβγ

δγλ
++++=

+= ∗
 (25) 

where γ  is a 1×p  vector of regression coefficient represents the effects of the marker on the disease 
risk, and δ  is 1×q  vector of regression coefficient corresponding to the other covariates ).(tZ  Thus 

)(tλ  is the conditional mean of )(tN  given ).(tY ∗  The case 0=γ implies that the subject-specific 
marker response is not associated with the number of carcinogenic cells in the body, i.e. we got 
separate model. 
 
 
3.  Joint Likelihood and Priors 
In our joint model the unknown parameters are }. , , , , , , , ,{ 222 σασδγβσµ eaa b=Ω  There are two 
methods that may be used to obtain the estimates of these parameters, the first method is the standard 
maximum likelihood approach, while the second method is the Bayesian approach. The Bayesian 
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approach avoids the troubles in maximizing the likelihood function, making inferences based on the 
posterior density of the parameters.  We will use this approach in our modeling, focusing on the 
estimation of the joint posterior density of all unknown model parameters .Ω  

The joint posterior density of the parameters depends on their prior density and likelihood 
assumptions, we will specify these assumptions as follows: 

We use the notation ][⋅  and ] | [ ⋅⋅  to denote marginal and conditional densities respectively .  
For the priors density in Ω , we assume that all the parameters have independent prior densities and 

given ) ,( 2
aa σµ , ), ,( 2

aa
ind

i Na σµ∼  and ( )niWi ,...,1 , = are independent IOU process with parameters 

). ,( 2σα  The contribution of subject i to the conditional likelihood is 
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The likelihood function for the joint model involves two components. The first component 
involves the longitudinal process and denoted by .1L  The second component involves the likelihood 
function of the time-to-event variable T , denoted by 2L . Then the likelihood function for the joint 
model will be the product of 1L  and .2L  

For the likelihood function ,2L  we will describe a semiparametric version of the parametric 
cure rate model in (24).  In the literature most of the authors consider )(yF  as parametric exponential 

or Weibull distribution. In the promotion time model with N assumed to be independent of t , Ibrahim 
et. al. (2001) consider a piecewise exponential model for )(yF  which is a flexible and widely used 
modeling scheme for survival data. 

Towards this goal, and for ,lC  ),...,1( ∗= Nl  the random time for the lth carcinogenic cell to 

produce a detectable cancer mass, we will derive and construct a new distribution function )(~ yF . Let 

iy , be the observed time for the subject i, ni ,...,1= , and we partition the time scale into J intervals, i.e. 

Jss <<< L10 , iJ ys >  for all i. Thus we have J intervals ],(],...,,0( 11 JJ sss −  we thus assume that 
the hazard for )(yF  is constant and equal to jπ  for the jth interval, Jj ,...,1= . By increasing ,J  the 
piecewise constant hazard model can essentially model any shape of the underlying hazard.  A larger J 
allows more flexibility but it also introduce more unknown parameters, namely jπ  's.  Thus, there is a 
trade-off in determining the optional J  The best J usually lies between 5 and 10. 

Under the piecewise exponential assumption the promotion time distribution in the jth interval 
will derived by the hazard function as: 

( ) )(1)(      
)(1

)(       
)(
)()( yF

dy
ydF

yF
yf

yS
yfyh ij

i
j

i

i
j

i

i
i −=⇒=

−
⇒== πππ  

by solving the above ordinary differential equation, we will got 
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Then given ∗N , the conditional survival function of an active carcinogenic cell to become 
detectable tumor at time iy  is given by 
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where j is the interval index such that ] ,( 1 jji ssy −∈ , and ),min( ki syr =  

[ ]{ } .)()()(exp)(
1

dtttZtWtXbta kiiii
r
sk

πδβγςξ +++++= ∫
−

 

Information about the continuous stochastic process )(tWi  is needed to calculate )(ςξ . We 

approximate the continuous function )(tWi  by its value at a finite set of wi  grid points ,( 1
w
it ),...,2

w

wii
w
i tt  

in order to facilitate the estimation of all parameters in the joint model.  The wi  grid points are chosen 
to contain all the time points where marker measurements is taken for subject i, since the value of 

)(tWi  at these points are used in the longitudinal model and needed to be estimated. also we choose the 

grid points so that the maximum of },...,1 ,{ 1 w
w
ij

w
ij ijtt =− −  (assuming 00 =w

it ) is very small and 

)(tWi  can be considered as constant over the interval ] ,( 1
w
ij

w
ij tt − . Further, we assume also that the time 

dependent covariates (if there any) are constant over the same interval. 
Since we already partition the scalar time iy  into J intervals then the wi  grid points will be 

considered only in one interval of J, so that in each grid wi  interval we will assume 

,10 −= k
w
i st .,...,1 Jk =  

Thus )(ςξ  can be evaluated as 
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Given ∗
iN  the conditional distribution function )( ii yF  for an active carcinogenic cells to 

become a detectable tumor cells at time iy  is given by 
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also the conditional density function is given by 

)(~))(~1()(~)(~
iijii

ii
i ySyS

dy
dyF

dy
dyf π=−==  (30) 

where ( ) ( ) .exp)()( 1
1

1
1

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−∑−−−== −

−

=
− qqq

j

q
jjj sssyyF

dy
dyf πππ  

For the cumulative rate )( ii yΛ , again we will use the same techniques that we used in 

derivation of ),(~
iyS  since the IOU stochastic process )(tWi  appear in the integral, so that, we have 
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 (31) 

Given the parameters },,,,,,,{ 222
1 eaab σσαβσµφ =  then for the longitudinal data, the 

likelihood can be defined as: 
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where )(~
ii yS , )(~

iyf  and )( ii yΛ  are given in (29) , (30) and (31) respectively, ij∆  censored indicator 
equal one if the ih subject fails in the jh interval and zero otherwise. 

Now, let },,,,,,,,,,{ 222
21 jeaab πδγσσαβσµφφφ =∪=  the prior specification for φ  are 

given jointly as 
],[][][][][][][][][][][ 222

jeaab πδγσσαβσµφ =  (34) 
and hence, the joint likelihood of the complete data is given by 

])[()()( 2211 φφφφ LLL =  (35) 
 
 
4.  Bayesian Model Assessment 
To assess the model fit and compare different models, we calculate the Conditional Predictive Ordinate 
(CPO), Gelfand et all (1992), and the Deviance Information Criterion (DIC) recently proposed by 
Spielhalter et al. (2002). where there formulas given by 
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where [ ]D | φ  is the posterior density of φ  based on the data including all subjects. Using (36) a Monte 

Carlo method presented in Chen (2000) is readily used for computing iCPO  if ),,|,,( iiiii ZXTYf φ∆∗  
can be evaluated for each .φ  However, due to the complexity of the joint model, an analytical 
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evaluation of ),, | ,,( iiiii ZXTYf φ∆∗  does not appear possible. Therefore, an alternative Monte Carlo 

iCPO  approximate of will be used, which given by 

CPOi
1
M m 1

M 1
Li m

1
 
 (37) 

models with greater )log(1 i
n
i CPO∑ =  indicate a better fit, and 

),log(2)(log4
][][1 mm

M
m L

M
DIC φφ +−= ∑ =  (38) 

the smallest the DIC  , the better the fit of the model. 
 
 
5.  Sampling Methods and Simulation Study 
In the previous sections, we have proposed a new class of joint semiparametric cure rate model to 
analyze a univariate longitudinal and survival data in the presence of cure fraction. In this section, we 
will evaluate the performance of this joint model by conducting a simulation study.  We investigate 
how will the population parameters can be estimated in terms of bias and converge rate, and compare 
these results to that of the separate modeling approach by applying methods of MCMC sampler. Also 
we study how the following factor affects the performance of the joint model: censoring rate and prior 
information for the parameters. 
 
5.1. Simulation Design 

To illustrate our joint semiparametric model, we setup our simulation study represent a randomize 
clinical trial, in which 100=n  subjects are randomized.  Each longitudinal marker )( iji tY , ni ,...,1= ; 

inj ,...,1= , was simulated as the sum of the trajectory function )( iji tY ∗  and the error terms )( iji tε , 

each subject has his observed longitudinal measured 10=in  at time points ,1,...,1.0 101 == tt  until the 
relapse or the end or the study.  For the survival data, we consider a model in the presence of cure; that 
is we took the mean of the Poisson process at time t as in (25) to be 

[ ]{ },)()(exp)( iiiii ZtWtXbtat δβγλ ++++=  
for 100,...,1=i , where iZ  is a binary baseline covariates with half of the subjects having one and the 
other half having zero, and the promotion time was considered as in (29) with 10,5=J  which gives a 
semiparametric cure rate model. This setup leads to a cure rate structure for the survival time. we will 
modeled the longitudinal data and survival data separately i.e. for longitudinal data we will use model 
(6) and for survival data we will use model (25) with ,0=γ  and use the maximum likelihood 

estimation to get an initial estimate of the population parameters { }δγσσαβσµφ ,,,,,,,, 222
eaab=  say 

{ ,)(,,,)(,, )0(2)0()0()0(2)0()0()0( σαβσµφ aab= })0()0()0(2 ,,)( δγσ e  and use them as initial values in MCMC 
sampler. 

For data generating and parameter estimations , we sample from the following conditional 
posterior distributions: 
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The full conditional distributions of the parameters ,2
eσ  aµ  2

aσ  and 2σ  that appearing only in 
the longitudinal model are a product of its prior density and some standard distribution which are 
conjugate priors for these parameters. While the conditional distribution of the parameters b, 

),,...,( 1 pββ  if the contributions from the survival data are ignored, then the normal distribution are 
conjugate priors, if the contributions from the survival data are not ignored, then we will use it as a 
proposed density in ARMS sampler. The main difficulty which we will meet in the prior distributions 
is that when no standard form appears in the posterior distribution. In general, we do not have 
performance in choosing priors for the parameters δγα ,,  since their full conditional densities have no 
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conjugate priors. One may use normal priors for δγ ,  since they take values belong to the real line For 
the IOU stochastic process parameter α , gamma and inverse gamma distributions are potential choices 
as priors since it takes only positive values. 

We examined our joint model at 10,5=J  (a semiparametric exponential model) with 5.3−=b , 

1=β , 0.4=aµ , 02.02 =aσ , 138.0=α , 12.02 =σ , 05.02 =eσ , 1−=γ , ,4.2=δ  and 05.0=kπ  for 
.,...,1 Jk =  All the parameters were assumed independent a proiori and assigned non-informative 

priors, so we choose 
)00.1,00.4(−∼ Nb ; )50.0,5.1(N∼β ; )00.1,00.4(Na ∼µ ; )01.0,00.2(2 IGa ∼σ ; )5.1,5.1(F∼α ;

)02.0,00.1(2 IG∼σ ; )01.0,00.2(2 IGe ∼σ ; )0.1,5.1(−∼ Nγ ; )0.1,0.3(N∼δ  and ).0.1,02.0(Gk ∼π  

For the parameters },, ,,{ 222
keaa πσσσµ  drawing random variates from their full conditional 

distribution is straight forward, therefore, we will use the full conditional density as a proposal density 
in Gibbs sampler algorithm, and in sampling process each updating step for these parameters, a new 
draw from the full conditional density is always accepted. We perform this algorithm for each 
parameter 2,000 Gibbs samples after 1000 burn-in. The histogram, the time series plots of one 
sequence of Gibbs samples for different number of iterations and the average number of these 
iterations for the parameter aµ  are presented in Figure (1). 
 
Figure 1: Histogram, time series and average values plots respectively for the parameter values aµ  at 500, 

1000, and 2000 iterations respectively, using Gibbs sampler. 
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Figure 2: Posterior histogram, time series and average value plots respectively for the parameter values β  at 

500, 1000, and 2000 iterations respectively, using MH sampler. 
 

 
For the parameters },{ βb  one can not draw a random variate from these densities directly due 

to the terms from the time-to-event data.  For each one of these parameters, we use the Metropolis 
Sampling (MS) algorithm to obtain the update in the Gibbs sampling sequence.  With the Gibbs 
algorithm, a proposal density is required to draw a random variates and to be compared with the full 
conditional density at this random variate and at the current value of the parameter. so that we will use 
the standard density, which we got from the contribution of the longitudinal data and priors as a 
proposal density.  The histogram, the time series plots of one sequence of Gibbs samples for different 
number of iterations and the average number of these iterations for the parameter a  are presented in 
Figure (2). For the parameters }...,,,{ 1 pδδγα  is not follow any standard distribution, it is just an 
algebraic expression which come from the contribution the longitudinal and time-to-event data, so that, 
for such parameters, one can not draw random variates from their full conditional densities.  For each 
of these parameters we propose using a normal density as a proposal density, and then the Adaptive 
Rejection Metropolis Sampling (ARMS) within Gibbs sampling will be used by considering 

)|()( Dqxf θ= , and then constructing a sampling distribution function g x  for which samples can be 
readily drawn. The histogram, the time series plots of one sequence of Gibbs samples for different 
number of iterations and the average number of these iterations for the parameter aµ  are presented in 
Figure (3). 
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Figure 3: Posterior histogram, time series and average values plots respectively for the parameter values δ  at 
500, 1000, and 2000 iterations respectively, using ARMS sampler. 

 

 
5.2. Numerical Results 

With the initial values of the parameters for which the data are generated considered as the truth values 
of the parameters, estimate Monte Carlo Summary statistics, Monte Carlo Standard Deviation 
(MCSD), Mean Squared Error (MSE), 95% Confidence Converge Rate (CCR), and Bias in Percentage 
Terms (BPT) are presented in Table (1), where, MCE stand for Monte Carlo Error and it can be 
evaluated as follows : In our simulate study we used 100 data replications, thus the resulting estimates 
are subject to sampling variation (Monte Carlo Error), this variation for the point estimate can be 

calculated as 100/ˆ MCSDp = , the MCE then can be found by .100
)ˆ1(ˆ ppMCE −=  

 
Table 2: Estimate Monte Carlo Summary statistics 
 
Para- meter True Value Estimated Value MCSD MSE 95% CCR BP MCE 
b -3.500 -3.498 0.031 8.236×10-4 95% -0.057% 6×10-3 

aµ  4.000 4.001 0.019 3.450×10-4 98% 0.025% 4×10-3 
2
aσ  0.020 0.020 0.005 2.471×10-5 99% -0.001% 2×10-3 

α  0.138 1.400 0.967 0.928 93% 1.450% 3×10-2 
2σ  0.120 0.119 0.0823 6.622×10-3 96% -0.833% 9×10-3 

β  1.000 0.997 0.041 1.688×10-3 95% -.274% 6×10-3 
2
eσ  0.050 0.050 0.008 6.855×10-5 94% 0.140% 3×10-3 

γ  -1.000 -1.003 0.117 1.469×10-4 97% 0.291% 1×10-2 
δ  2.400 2.401 0.259 0.0701 94% 0.042% 2×10-2 

 
The results in table (1) assert the convergence of the Markov Chain and the samplers reached 

the convergence after 2,000 iterations after 1,000 iterations are burn-in. With less nonparametricity 
),5( =J  posterior means, posterior standard deviations, and 95% highest posterior density intervals for 

each parameter in the joint and separate models, are represented in Tables(2). With high 
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nonparametricity ),10( =J  posterior means, posterior standard deviations, and 95% highest posterior 
density intervals for each parameter in the joint and separate models, are represented in Tables(3) 
 
Table 2: Posterior Estimate, SD, and 95% C.I. for Separate and Joint Models at J=5 
 

Para- meter Joint Model mean Separate Models SD 95% C.I. mean SD 95% C.I. 
b -3.492 0.074 (-3.63, -3.34) -3.489 0.110 (-3.71, -3.27) 

aµ  4.001 0.013 (3.975, 4.026) 4.001 0.013 (3.975, 4.026) 
2
aσ  0.019 0.011 (0, 0.041) 0.019 0.011 (0, 0.041) 

α  1.405 0.283 (0.850, 1.960) 1.414 0.352 (0.724, 2.104) 
2σ  0.119 0.016 (0.088, 0.150) 0.119 0.016 (0.088, 0.150) 

β  0.997 0.028 (0.942, 1.052) 0.991 0.090 (0.815, 1.167) 
2
eσ  0.051 0.011 (0.294, 0.073) 0.051 0.011 (0.294, 0.073) 

γ  -1.008 0.080 (-1.16, -0.85) -1.013 0.127 (-1.26, -0.76) 
δ  2.405 0.051 (2.305, 2.505) 2.391 0.088 (2.219, 2.563) 

1π  0.061 0.014 (0.033, 0.088) 0.064 0.016 (0.033, 0.095) 

2π  0.055 0.008 (0.039, 0.071) 0.053 0.008 (0.037, 0.069) 

3π  0.068 0.022 (0.025, 0.111) 0.065 0.018 (0.030, 0.100) 

4π  0.037 0.030 (0.0, 0.096) 0.042 0.025 (0.0, 0.091) 

5π  0.052 0.003 (0.046, 0.058) 0.055 0.008 (0.039, 0.071) 
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Table 3: Posterior Estimate, SD, and 95% C.I. for Separate and Joint Models at J=10 
 

Para- meter Joint Model mean Separate Models SD 95% C.I. mean SD 95% C.I. 
b -3.498 0.031 (-3.559, -3.437) -3.493 0.082 (-3.654, -3.332) 

aµ  4.001 0.013 (3.975, 4.026) 4.001 0.013 (3.975, 4.026) 

2
aσ  0.020 0.011 (0, 0.041) 0.019 0.011 (0, 0.041) 

α  1.400 0.210 (0.988, 1.812) 1.404 0.263 (0.889, 1.920) 
2σ  0.119 0.016 (0.088, 0.150) 0.119 0.016 (0.088, 0.150) 

β  0.999 0.004 (0.991, 1.007) 0.996 0.057 (0.884, 1.108) 

2
eσ  0.050 0.011 (0.294, 0.073) 0.051 0.011 (0.294, 0.073) 

γ  -1.003 0.037 (-1.076, -0.930) -1.004 0.048 (-1.098, -0.910) 
δ  2.401 0.021 (2.360, 2.442) 2.395 0.066 (2.266, 2.524) 

1π  0.058 0.013 (0.033, 0.083) 0.059 0.015 (0.033, 0.090) 

2π  0.042 0.025 (0.0, 0.091) 0.037 0.030 (0.0, 0.096) 

3π  0.070 0.036 (0.0, 0.140) 0.073 0.038 (0.0, 0.147) 

4π  0.056 0.009 (0.039, 0.072) 0.055 0.008 (0.039, 0.071) 

5π  0.047 0.003 (0.041, 0.053) 0.043 0.025 (0.0, 0.091) 

6π  0.059 0.015 (0.031, 0.085) 0.061 0.012 (0.037, 0.088) 

7π  0.055 0.008 (0.039, 0.071) 0.050 0.002 (0.046, 0.054) 

8π  0.044 0.026 (0.0, 0.092) 0.041 0.028 (0.0, 0.095) 

9π  0.027 0.087 (0.0, 0.198) 0.025 0.088 (0.0, 0.20) 

10π  0.032 0.030 (0.0, 0.097) 0.040 0.028 (0.0, 0.096) 

 
By using 1000=M  for model assessment by measuring the LPML  statistic, also to assert our 

assessment, DIC  were calculated for different models and the results are described in Table(4). 
 
Table 4: The LPML and DIC for separate and joint models 
 

 J=5 J=10 
Model LPML DIC LPML DIC 
Joint Model IOU included -726.47 1385.71 -718.66 1376.13 
Joint Model IOU excluded -739.38 1402.35 -730.81 1394.65 
Joint Model with B.M. -7235.94 1388.85 -722.64 1387.17 

Survival -290.07 639.15 -282.33 618.55 
Longitudinal -555.11 836.95 -539.94 788.97 Separate Models : 
Total -845.18 1476.10 -822.27 1407.52 

 
We observe that the joint model that include the IOU stochastic process and the Joint Model 

corresponds to Brownian Motion give a better fit to the data than the one excluding the IOU term and 
separately.  In other words, the longitudinal model with the IOU stochastic process or Brownian 
motion (α  is finite or infinitely large) yields a superior fit than the model with the random effects, also 
comparing the values of LPML  and DIC  statistics for joint model and the separate models, the results 
indicate that the joint cure rate model appear to provide a more adequate fit to the simulated data than 
the separate models. Moreover, with heavy expensive computational process by increasing the value of 
J  (more nonparametricity), we got more adequate fit to the simulated data and more precise estimate 
for the most important parameter. 
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Conclusion and Future Study 
We have proposed a new model for jointly modeling longitudinal and time-to-event data in presence of 
cure fraction, our joint model allows for a zero as well as a nonzero cure fraction. With the ready 
availability of power desktop computers to fitting these complicated joint models by incorporating the 
IOU stochastic process in the longitudinal model and considering a semiparametric distribution 
function for the promotion times progression with )(tN  the number of carcinogenic cells changed over 
time t, we have attractive, a flexible and robust approach to fitting the longitudinal measures in the 
joint model. 

For the purpose of checking the nonparametricity in the simulation study and more 
computational process, we choose J=5, and J=10. Bayesian inferences implemented via modern 
MCMC methods is used to fit our joint model and the LMP and DIC are used as formal iteration for 
model selection.  The convergence of each MCMC were checked by monitored estimating the scale 

factor ,R̂  and the convergence of the Markov Chain and the samplers reached the convergence after 
2,000 iterations after 1,000 iterations are burn-in. 

The numerical results in this simulation study show that by incorporating the IOU stochastic 
process in the longitudinal trajectory and considering a semiparametric exponential function for the 
time progression distribution give amazing fit for the simulated data. Moreover, when there is an 
association between the longitudinal and the survival data (joint model), ignoring this association 
(separate models) would lead to biased estimates for the most important parameters, and thus results in 
a lack of fit for the data. 

For future, this work will be extended for multivariate longitudinal and time-to-event data, 
however, to induce correlation between failure times, shared frailty will be introduced. and then real 
data will be used. 
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Abstract 
 

A radiological study of the various heart size parameters was carried out within an 
adult population of Nigerians. A total of 1,300 Nigerians of age range 20 to 90 years were 
physically examined and enrolled for this study, but only 459 male and 452 female 
posterior anterior radiographs of the chest were accepted for this study.  Heart size 
parameters studied in this research were the heart diameters, chest diameters and 
cardiothoracic ratio. The entire distribution was broken into two groups; the normal 
population called the normotensive group and the hypertensive group. Age correlated 
significantly with all the heart size parameters in the normal group. The research 
determined normograms of the heart and chest diameters and cardiothoracic ratios for all 
the various age and sexes in the normal distribution of the Nigerian population. Upper and 
lower limits of such normal values were also determined and comparisons of these values 
with other values established for Caucasians, Asians, Americans and the rest Africans were 
done. 
 
 
Keywords: Nigerian population, Heart size, heart diameter, chest diameter, cardiothoracic 

ratio, Cardiac size parameters. 
 
Introduction 
As far back as 1919, Danza was able to establish a relationship between the transverse heart diameter 
and the transverse thoracic diameters, which he called the cardiothoracic ratio (Danza, 1919). 
Subsequently various formula based on determination of heart size have been established (Hodges and 
Eyester 1926, Bainton 1932, Ungerleider and Clarke 1938). And as early as 1931, clinical 
extrapolations and interpretations based on such formula were accepted and endorsed by many 
organizations such as the New York heart Association, American Heart Association (Nemet and Geza 
1931) and life insurance associations (Turner et al 1933). More recently, such measurements have been 
useful in computer aided diagnosis of cardiomegally (Nakamori et al 1991), in automated analysis of 
heart and lung in chest images (Nakamori et al 1990), estimation of lung volume and area obscured by 
the heart (Chotas and Ravin 1994), in image feature analysis and computer aided determination of rib 
cage boundary (Xu and Doi 1995) and as a guide in ultra filtration therapy in dialyzed patients (Poggi 
and Maggiore 1980). 

Despite the presence of new invasive and non-invasive radiological technologies for faster and 
more precise evaluations, the chest x-ray still remains the primary and most common way of 
determination of heart size (Tatsuji et al 1991). This is most especially as a result of easy availability 
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and affordability particularly in third world nations. (Obikili and Okoye 2004). Literatures abound on 
variations of anatomical and physiological parameters as a result of race, ethnic and geographic factors. 
Presently, various authors have established racial variation on heart size (kerwin 1944, Nickol and 
Wade 1987). And this work has been designed to establish the normal transverse heart and chest 
diameters and cardiothoracic ratio in a Nigerian population, determine the role of gender and age on 
this parameters and also determine the roles of these parameters in the estimation of heart size. As a 
result of the established racial and ethnic variations of some these parameters, it also is the aim of this 
study to compare the observed values with other documented American, Asian, Caucasian values. 
 
 
Subject and Method 
This study was carried out in the in the department of radiation medicine, university of Nigeria 
teaching hospital (UNTH) Enugu Nigeria. The study sample included male and female Nigerians from 
the ages 20 to 90 years. A total of 1300 samples were physically examined and enrolled for this study, 
but based on technical details of the radiographs such as thoracic wall deformity, inadequate 
inspiration, over expanded chest, inability to determine one or both heart borders with confidence, 
incompletely erect radiograph, mediastinal deviation and significant rotation, only 911 radiographs of 
the subjects were used for interpretation and analysis of this study. The study sample was divided into 
two groups; A and B. Group A, was made up of healthy normotensive subjects without signs of any 
cardiovascular disease symptoms. The samples in this group were selected from candidates that came 
for chest X-ray examination as a result of requirements such as pre-employment, pre-admission, visa 
application and volunteer candidates without any cardiovascular disease symptoms. The subjects in 
group B included patients with clinically diagnosed cases of hypertension. Blood pressures of the 
candidates from the two groups were obtained. For group A, only candidates that had systolic blood 
pressure of between 110 and 145mmHg and diastolic pressure of 60 and 100mHg were included for 
this work. The posterior anterior (PA) chest radiographs of all the candidates were taken in the erect 
position with a film focus distance of 1.8m. The exposures were made at normal quiet inspiration.  
Subject’s sex, age, and medical history were noted. 

Measurements of the thoracic and cardiac diameters were made. The transverse cardiac 
diameter was measured as the sum of the greatest cardiac distance to the right and to the left of the 
midline, while the transverse thoracic diameter was measured as the widest horizontal distance inside 
the rib cage at the level of the dome of the right diaphragm. The cardiac and thoracic diameters were 
all measured in centimeters. Age was in years. 
 
 
Results 
A total of four hundred and four (404) and four hundred and nine (409) radiographs of females and 
males respectively were admitted and analyzed for members of group A, while a total number of forty 
eight (48) and fifty (50) radiographs of females and males from group B, respectively were used. Ages 
of individuals in group A, ranged from 20 to 80 with a mean of 37.4+15.14 years. The range in group 
B was from 30 to 90 with a mean of 50.4+15.16 years. Age was broken into 10-year intervals in both 
groups. 

Cardiothoracic Ratio (CTR) is the ratio of the heart diameter (HD) with the thoracic diameter 
(TD), expressed in percentage. This ratio is calculated from the 

Formula: 
CTR= heart Diameter X100 

Diameter. 
Table 1 gives the summary of the relationship of age with all the heart size parameters. The 

table also gives the mean values of the thoracic and heart diameters, and cardiothoracic ratios for the 
various age groups of the male and female populations of both the normotensive and hypertensive 
groups. Heart and chest diameters were noted to be larger in the males than in the female population of 
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the normotensive group while the CTR values were larger in the female population. A significant 
difference was noted between the heart size parameters of the two populations of groups A and B (p < 
0.05).  Unlike in the normotensive group of the sample, none of the heart size parameters showed 
significant relationship with age, as has been clearly shown in table 2. 
 
Table 1: Relationship of age with heart parameters. 
 
  Normotensive group Hypertensive group 
Sex Age N T.D H.D CTR N T.D H.D CTR 

21-30 146 29.1+4.8 13.2+1.2 45.4+3.6 - - - - 
31-40 100 29.4+5.0 13.4+1.5 45.6+5.0 05 27.3+1.4 14.4+1.4 52.6+5.1 
41-50 70 28.9+5.0 13.6+1.2 47.4+4.2 11 30.3+1.3 15.5+0.7 51.1+3.0 
51-60 62 28.5+5.1 13.5+1.0 47.3+3.6 11 28.9+1.5 15.1+1.0 52.2+3.1 
61-70 20 27.8+5.5 13.6+1.5 49.0+4.4 11 28.6+2.0 15.0+1.0 52.7+4.0 
71-80 11 28.1+5.1 13.2+1.2 46.9+4.2 05 27.9+2.4 14.6+1.8 52.4+3.4 

Males 

81-90 - -  - 10 28.1+1.6 15.3+1.5 54.5+3.9 
 Mean  28.3+4.9 13.0+1.5 46.2+4.1 - 28.7+2.0 15.1+1.1 52.3+3.6 

21-30 186 26.3+4.5 12.0+1.1 45.9+3.8 - - - - 
31-40 100 26.9+4.6 12.8+1.1 47.9+3.9 06 26.8+1.3 14.4+1.2 54.0+5.0 
41-50 69 26.5+4.8 13.1+1.3 49.6+6.1 08 26.6+1.7 14.7+2.0 55.4+6.2 
51-60 33 26.4+4.9 12.7+1.0 48.2+2.9 10 26.2+1.1 14.4+0.7 54.9+3.0 
61-70 14 26.3+4.8 12.9+1.4 49.0+3.8 15 26.0+1.4 13.7+1.1 52.7+4.0 

Females 

71-80 2 25.0+5.1 12.1+1.4 48.7+4.2 09 26.0+1.9 14.6+1.2 56.6+6.5 
 Mean - 26.0+4.5 12.3+1.3 47.2+4.4 - 26.2+1.5 14.3+1.3 54.5+5.0 

21-30 332 27.52+4.6 12.6+1.3 45.7+3.7 - - - - 
31-40 200 28.12+4.8 13.1+1.4 46.7+4.6 11 27.0+1.3 14.4+1.2 53.4+4.8 
41-50 139 27.71+5.0 13.3+1.2 48.5+5.3 19 28.7+2.4 14.4+1.2 53.0+5.0 
51-60 95 27.74+5.0 13.2+1.0 47.6+3.4 21 27.6+1.9 14.4+1.2 53.5+3.3 
61-70 34 27.13+5.4 13.3+1.5 49.0+4.1 26 27.1+2.1 14.4+1.2 52.7+4.0 
71-80 13 27.62+5.1 13.0+1.1 47.1+4.0 14 26.6+2.2 14.4+1.2 55.3+6.0 

Both 

81-90 - - - - 10 28.1+1.6 14.4+1.2 54.5+3.9 
 Mean  27.15+4.6 12.6+1.5 46.7+4.3  27.5+2.1 14.4+1.2 53.5+4.3 

 
Table 2: Summary of the correlation coefficients (r) of Age with various heart parameters in both groups. 
 
Heart parameters Chest diameter Heart diameter CTR 
Normotensive *-0.315 *0.414 * 0.181 
Hypertensive -0.018 0.064 0.081 

*Correlation significant at P< 0.01 level (2-tailed) 
 

To establish a range of normal values of both heart diameter and CTR in the studied population 
of normotensive group, upper and lower limits were set using the 90th and the 10th percentiles 
respectively as the upper and lower limits. The two limits have been designed to cut off those extreme 
but normal values noted in the distribution which occurrences are relatively infrequent. These values 
have been shown in Table 3 with corresponding values of the hypertensive groups also noted. Table 4 
gives the records of differences in the CTR, heart and chest diameter values between the male and 
female populations of the normotensive group. While table 5 shows a record of differences in the CTR, 
heart and chest diameter values between each of the age groups. 
 
Table 3: The values of the 80% central tendency in the CTR and heart diameter Values of the sampled 

population. 
 

Sex Normotensive group Hypertensive group 
 CTR (%) Heart D (cm) CTR (%) Heart D (cm) 
Male 40 – 49 11.4 – 14.7 48 – 58 13.5 – 16.2 
Female 41 – 51 10.8 – 13.7 50 – 59 13.0 – 15.6 
Both  40 – 50  11.0 – 14.4  48 – 58  13.0 – 16.0 



Radiographic Heart Sizes of Adult Nigerian Population 733 

 

Table 4: Differences in the chest and heart diameters and CTR values between Both sexes in the 
normotensive group. 

 
Heart diameter Chest diameter CTR Age Change Change in % Change Change in % Change Change in% 

21 – 30 1.2 10 2.8 10.7 0.4 0.9 
31 – 40 0.6 4.6 2.5 9.2 2.3 5.0 
41 – 50 0.5 3.8 2.4 8.9 2.2 4.6 
51 – 60 0.8 6.3 2.1 8.1 0.9 1.9 
61 – 70 0.7 5.4 1.4 5.3 - - 
71 – 80 1.1 9.1 3.1 12.4 1.8 3.8 
Mean 0.82 6.5% 2.4 9.1% 1.5 3.2% 

 
Table 5: Differences in the chest and heart diameters and CTR values between age groups in the 

normotensive group. 
 

Age Heart diameter (HD) Chest diameter (CD) CTR 
 ∆HD ∆HD%  ∆CD ∆HD% ∆CTR ∆CTR% 

21 – 30 to 31 – 40 0.5 4.0 -0.6* 2.2* 1.0 0.02 
31 – 40 to 41 – 50 0.2 1.5 0.7 2.5 1.8 3.7 
41 – 50 to 51 – 60 -0.1* 0.8* 0.03 0.1 -0.9* 1.9* 
51 – 60 to 61 – 70 0.1 0.8 0.6 2.2 1.4 2.9 
61 – 70 to 71 – 80 -0.3* 2.3* -0.5* 1.8* -1.9* 4.0* 

Mean 0.27 2.1 0.4 1.6 1.4 2.2 
∆ = Symbol Used For “change IN”. 
* = Points That Showed Reverse Trends. These Points Have Not Been Included In The Computation Of The Mean Values. 
 
 
Discussion 
The first suggestion that racial difference might affect the interpretation of chest radiograph of the heart 
size was provided by Kerwin (1944). Danzer (1919), in his pioneer study gave the normal range of 
CTR in adults to be between 39 – 50% with a mean of 45%, against the range of 40 – 50% and the 
mean of 46.7+4.3% obtained for this study. Danzer went ahead and recommended that ratios of up to 
52% be allowed in the assessment of the normal sized heart. Nichol and Wade (1982) in their study; 
“Radiological heart size and Cardiothoracic Ratio in Three Ethnic Groups,” found a significant 
relationship between cardiac measurements with age and ethnicity. Other authors (Cowan 1964, 
Ashcroft and Miall 1969, Dysart et al 1994, Patrick and Boyd) in their studies in different backgrounds 
and ethnicities have come with similar results. This platform, which informed the bases of this study in 
Nigeria, was noted to be true considering the observed differences noted in the result of this study with 
other documented studies in other races. 

From the results between the normotensive and the hypertensive populations in this study, 
CTR, chest and heart diameters have been noted as reliable indices for estimation of heart sizes. Also 
normal values of heart and chest diameters and CTR have been established for the males and females 
of various age groups of the Nigerian population. Comparing these values with some of the reported 
values for Caucasians and Asians, (Cowan 1964, Kerwin 1943, Nickol and Wade 1982), Americans 
(Oberman 1967, Ashcroft and Miall 1969) and the values submitted by Nickol and Wade (1982) for 
the combined population of Africans and West Indians, the reported values for this research were noted 
to be slightly larger than these reported values. The result of this research is in complete agreement 
with the submission of Munro-Faure (1979) who in a comparison of the CTR values of black and white 
individuals opined that mean CTR values are about 4% greater in blacks than whites. 

For the normal population sample, age as in some of the previous studies mentioned, showed 
very strong significant correlations with CTR, heart and chest diameters. Edge et al (1959), found a 
significant reduction in the chest diameter of women only, while this result shows a significant 
reduction in chest diameters of both sexes but with greater reduction in women, which is in agreement 
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with the findings of Milne and Lauder (1974) and potter et al (1982).  This result shows a slight 
diminution in the magnitude of the mean heart diameter in the 5th decade of men and women, an 
observation also noted by Tirman and Hamilton (1952) and Cowan (1964). This work noted a mean 
change of 3mm (2.1%) in heart diameter, 4mm (1.6%) in chest diameter 1.4 (2.2%) CTR, from one age 
decade to another, against a mean change of 1mm in heart diameter predicted by Hodges and Eyester 
(1926). 

Brainton (1932) in an orthographic study of transverse heart diameters reduced the transverse 
heart diameters of men by 0.8cm to obtain the standard for women. The findings of this study reveal a 
consistent sex difference in the heart diameter of 0.5cm to 1.2cm with a mean of 0.83cm, against the 
0.5 to 1.0cm observed by Oberman (1965). 

This research offers a central 80 percent range of the distribution of the studied population 
within which the ranges are certainly normal. A range of 40 – 50% of CTR values noted for the normal 
population of Nigerians when compared with the range of 48 – 58% of the CTR value noted in the 
hypertensive group leaves us with reasons to reconsider some of the upheld limits for considering 
normal size of the heart. Before now, ranges of CTR values within the mean of 50% have been very 
much regarded as normal values (Hemingway 1997, Nickol and Wade 1999, Poutanem et al 2003, 
Danzer 1919, Clarke and Coates 2000) and some authors have even suggested for the extensions of 
such normal CTR values to a mean of 52% (Danzer 1919) and these views have not been reviewed . As 
a result of the overlap of the ranges of the upper limits of CTR values of the normal population (group 
A) with the lower limits of the hypertensive population (group B) within the ranges of 48 to 50%, it 
shows that CTR values within this range could belong to either of the two groups of the population. it 
is our view that caution be expressed in interpretations of CTR values within this overlapping range, 
and whatever results gotten be confirmed by other methods of determining normal heart function and 
size. We also suggest a reconsideration and review of the views of the inclusion of CTR values of 
within ranges of 50 –53% within the range of normal considering that the population and race in this 
study was noted with slightly higher CTR values than documented values noted for other races, and if 
values of 50-53% should be considered high for this population, then it should also be considered high 
for other races with noted lower CTR values. 
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